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AbSTrAcT

Seasonal variations in the upper water column of the western North Pacific are simulated with the Regional Ocean Model 
System (ROMS). The model is driven by surface fluxes of heat, momentum and freshwater without prescribing sea surface 
temperature or salinity. A series of numerical experiments are conducted to explore the sensitivity of the upper ocean thermal 
structure to the parameterized solar penetration scheme and two common practices to control model climate through a flux 
correction term and a nudging term. The absorption of solar radiation by the water column beneath the sea surface destabilizes 
the upper layers to cause a stronger mixing and deeper mixed layer in the warm season (from April to September). Therefore, 
removing solar penetration from the model results in an exceptionally stable surface layer, and tends to produce an overly 
shallow mixed layer in the warm season. The experiment with a prescribed net surface heat flux shows that the model is unable 
to maintain a heat balance in the upper water column, producing a cooling trend. Experiments with a flux correction term are 
able to keep the simulated sea surface temperature (SST) from a long term drift by adjusting the amount of the net surface heat 
flux. However, unrealistic net surface heat flux is produced in the experiment, when the model assumes no solar penetration. 
The implementation of a weak temperature nudging (1/50 days) toward a long term mean climatology prevents the model 
from simulating a cold bias during long term integration. The experiment with solar penetration and a weak nudging produces 
reasonable interannual variability during the period of 1995 - 2006 without flux corrections. The nudging terms steer advec-
tive heat fluxes towards the climatological mean state so as to avoid long-term drift in upper water column heat content. A 
detailed understanding of the function of nudging terms in controlling the hydrodynamics of the water column remains to be 
investigated.
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1. INTrOdUcTION

The ocean is a dominant component determining the 
Earth’s heat balance. Based simply on the physical proper-
ties of water and air, namely the specific heat and density, 
Rossby (1959) suggested that ocean heat content dominates 
and contributes substantially to the climate variability. Since 
then, ocean models have been developed to simulate natural 
and anthropogenic climate changes. Many models have suc-
ceeded in simulating an El Niño evolution since the Tropi-
cal Ocean - Global Atmosphere (TOGA) era (e.g., Guilyardi 

et al. 2009 and references therein). In recent decades, ocean 
models are increasingly dependent upon research for study-
ing the earth response to increasing greenhouse warming. 
The radiative imbalance of the Earth’s climate system can 
be diagnosed by the change in the heat content of the ocean 
(e.g., Pielke 2003). Observational studies have shown that 
the heat content of the upper ocean has been increasing over 
the last 48 years in the world’s oceans (Levitus et al. 2000; 
Levitus et al. 2005). Observed ocean heat content changes 
have been reproduced by both a forced ocean model (Bar-
nett et al. 2001) and coupled global climate model (Han-
sen et al. 2005). Both models are driven by anthropogenic 
factors, such as concentrations of greenhouse gases and the 
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effect of aerosols in the atmosphere. This suggests that an-
thropogenic forcing could be responsible for the observed 
changes in heat content of the global oceans.

Despite successful simulations on interannual and 
long-term changes of the ocean’s heat content, simulation of 
a detailed annual cycle in ocean models, especially regional 
models, is still a challenge. The most significant change in 
the upper ocean thermal structure is the seasonal variation 
in the stratification resulting from annual surface forcing. 
The variations of upper ocean thermal structure are closely 
related to the evolution and maintenance of the oceanic sur-
face mixed layer, which involves momentum and heat trans-
fer across the air-sea interface and turbulent mixing both in 
the atmospheric and oceanic boundary layers. To accurately 
simulate these processes, which are not completely under-
stood yet, is often difficult. 

In order to better simulate an upper ocean thermal 
structure, we may employ various thermal boundary condi-
tions for the upper boundary in ocean models. Perhaps the 
simplest (but also the crudest) upper thermal boundary con-
dition is to force the model by prescribing the sea surface 
temperature and salinity with observed values. An alterna-
tive is to restore the sea surface temperature and salinity 
toward observed values on a specific timescale to avoid 
over-constraint on model solutions (Sarmiento and Bryan 
1982; Marotzke and Willebrand 1991; Weaver and Sarachik 
1991). Such an approach computes the surface heat flux 
with a restoring boundary condition, which is expressed as 
a form of the difference between simulated and observed 
sea surface temperature. Under this kind of upper boundary 
condition, large heat fluxes can only occur if the sea surface 
temperature differs significantly from the restoring tem-
perature. Recently, an adjusted surface heat flux boundary 
conditions, which was first proposed by Haney (1971), has 
been widely used in forced ocean models (Oey and Chen 
1992; Kagimoto and Yamagata 1997; Ezer 2000; Haidvogel 
et al. 2000, 2008). This type of upper boundary conditions 
adopts a so-called flux correction term to the surface heat 
flux used in the model. A variety of the coefficient of the 
flux correction term is used, ranging from a specific value 
of restoring timescale (Oey and Chen 1992; Kagimoto and 
Yamagata 1997) to the sensitivity of the surface heat flux to 
sea surface temperature with spatial and temporal variations 
(Haidvogel et al. 2000, 2008). 

The importance of solar irradiance penetration on sea 
surface temperature and mixed layer depth evolution has 
long been illustrated by one-dimensional mixed layer mod-
eling studies (e.g., Martin 1985; Large et al. 1994). The pen-
etrating solar irradiance is regulated primarily by the mag-
nitude of the incident solar irradiance and the variation of 
optical attenuation in the upper ocean, which is commonly 
attributed to changes in chlorophyll distribution (e.g., Lewis 
et al. 1990; Siegel et al. 1995). There was a variety of so-
lar penetration parameterizations for modeling mixed layer 

radiant heating. For example, Paulson and Simpson (1977) 
proposed a commonly used Jerlov water-based parameter-
ization that expressed solar penetration as a function of a 
Jerlov water type. The Jerlov water type was developed as a 
proxy for different patterns of vertical chlorophyll distribu-
tion (Jerlov 1976). More recently, studies on implementa-
tion of chlorophyll-dependent solar irradiance penetration 
parameterization on ocean general circulation models re-
vealed the benefit of the spatial and temporal variations in 
solar irradiance penetration depth, which not only improved 
the simulation of sea surface temperature and upper ocean 
stratification (Ohlmann 2003) but also influenced ocean 
heat transport (Sweeney et al. 2005). 

In addition to upper boundary conditions, relaxation of 
a simulated temperature is also applied to prevent the model 
results from climate drift. The model interior temperature is 
relaxed toward a reference value, commonly the observed 
climatology, by adding a nudging term to the temperature 
equation (Sarmiento and Bryan 1982; Oey and Chen 1992; 
Kagimoto and Yamagata 1997). Thus the variability in the 
model shall be constricted by the given nudging coefficient, 
which is often a timescale of several tens of days. 

The goal of this study is to construct a regional ocean 
model to study the upper ocean thermal structure in the 
western North Pacific Ocean, and to test the sensitivity of 
the upper ocean thermal structure to some commonly used 
assumptions in upper boundary conditions for large-scale 
ocean model. The model results are evaluated mainly in 
terms of seasonal variations. The paper is organized as fol-
lows. The ocean model configuration, the experiment de-
sign and the surface forcing are described in section 2. The 
results of different model experiments are compared with 
observations in section 3. Finally, a discussion and sum-
mary are given in section 4. 

2. MOdEl dEScrIPTION ANd ExPErIMENT dE-
SIgN

The western North Pacific Ocean model used in the 
study is developed based on the Regional Ocean Modeling 
System (ROMS, version 2.2). The ROMS is a three dimen-
sional, free-surface, finite difference model based on the 
generalized nonlinear terrain-following coordinate of Song 
and Haidvogel (1994). The nonlinear stretching of the ver-
tical coordinate, which depends on local water depth, can 
be configured to generate enhanced resolution near either 
the sea surface or sea floor. The ROMS is a modern ocean 
model system with several new features, including alter-
natives for high-order upstream-biased advection, and for 
subgridscale parameterization. A brief description of the 
ROMS and the model evaluation is given in Haidvogel et 
al. (2000). A more detailed description of the discretization 
and numerical algorithms for the ROMS can be found in 
Haidvogel et al. (2008). 
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2.1 Model configuration

Figure 1 shows the model domain and the bottom to-
pography. The horizontal grid has uniform spacing on a 
Mercator’s projection with a resolution of 0.5° approximate-
ly in the zonal direction, and various resolutions ranging 
from 0.48 - 0.15° in a south-north direction (with Δy getting 
smaller as the grid stretches farther from the equator). The 
grid was chosen to extend from about 0.9°S to 45°N, and 99 
to 160°E. The bathymetry was derived from the ETOPO5 
(5 min) gridded dataset (National Geophysics Data Center 
1988). The vertical stretching sigma grid in the study has 
20 levels; the stretched s-coordinate parameters (θ = 5 and 
θb = 0.4) are set according to Haidvogel et al. (2000), so as 
to obtain a higher resolution in the upper mixed layer. A 
cross section of the vertical coordinate surfaces along 15°N 
is shown in Fig. 2. The deepest bottom topography in the 
model is set to 5500 m; at this depth, there are five layers in 
the upper 100 m, and proportionally higher vertical resolu-
tion is obtained in shallower regions (the shallowest depth 
in the model is set to 10 m). For a terrain-following coordi-
nate system, there is a systematic error associated with the 
possibility of significant pressure gradient errors, which de-
pend on the steepness of the topography, the horizontal and 
vertical resolutions, and the strength of the stratification. 
The method for computing horizontal pressure-gradient 
force introduced by Shchepetkin and McWilliams (2003), 
which has been implemented to the ROMS version 2.2, is 
selected in our work to account for the possible errors. After 
interpolation, the topography was smoothed us-
ing a Shapiro-based filter in regions where the 
r-value exceeds a specific value. The r-value is 
a parameter introduced by Beckmann and Haid-
vogel (1993), which is applied to ensure stable 
and accurate simulation using realistic bathym-
etry. Various r-values have been tested, and 
a value of 0.25 is used for experiments in this 
study. Furthermore, a special treatment is also 
conducted to retain some small island arcs, con-
tinental shelves and the deepness of some straits 
by lifting/lowering the sea floor back to their ori-
gin depths based upon a set of specific depths in 
between the smoothing of the bathymetry. Our 
sensitivity tests have shown that the continen-
tal slope can be an important factor in control 
of the non-seasonal depth-averaged transport of 
the Kuroshio. 

The southern, eastern, and northern bound-
aries are open except for a few landmasses. The 
western boundary is closed. The South China Sea 
is open to the southern boundary and connected 
to the open ocean through several passages be-
tween the surrounding landmasses and islands 
which include the Luzon Strait and Taiwan 

Strait. The Strait of Malacca is closed, while the Makassar 
Strait and Maluku Strait are open along the southern bound-
ary. The Sea of Japan is open to the northern boundary and 
connected to the East China Sea and the Pacific through the 
Tsushima Straits and Tsugaru Strait, respectively. The ra-
diation boundary condition and a buffer zone are applied to 
all open boundaries. In these nudging zones (about 3° wide), 
temperature, salinity, and baroclinic horizontal velocities are 
relaxed to their observed monthly climatology. The monthly 
climatological temperature and salinity are derived from the 
NODC World Ocean Atlas 1998 (WOA98, the Levitus set), 
while the baroclinic horizontal velocities are drawn from 
the Simple Ocean Data Assimilation (SODA version 3.4, 
Carton et al. 2000a, b) The monthly climatology of SODA 
is obtained from a long term mean dating from 1950 - 2001. 
The nudging/relaxation time scale is 5 days at the domain 
boundaries increasing to 50 days at the interior edge of the 
buffer zone. The factor between the passive and active open 
boundary conditions is 15. Free-slip lateral boundary condi-
tions are applied on all solid sidewalls. 

The third-order upstream (TOUS) advection scheme of 
Shchepetkin and McWilliams (1998) is used. This advec-
tion scheme is associated with weak, fourth-order (bi-har-
monic) smoothing. Thus no explicit horizontal dissipation 
or diffusion is needed. Vertical mixing is determined by the 
KPP scheme (Large et al. 1994). Tides and river discharg-
es are omitted in the model. The baroclinic and barotropic 
timesteps are 1800 and 30 s, respectively (i.e., there are 60 
barotropic time steps per baroclinic step). 

Fig. 1. Model domain and bottom topography (in meters). The contour interval is  
25 m (500 m) for the water column depths less than (exceed) 500 m. The minimum 
and maximum depths are artificially fixed at 10 m and 5500 m, respectively. The 
three boxed regions SCS, EA, and SJP are used for analysis as described in the text. 
The sub-regions in EA, ECS and ETW, are defined by grids of water depths less than 
100 m and exceeding 500 m, respectively.
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2.2 Experiment design 

The experiments designed for the study is according 
to the tendency equation of potential temperature in the 
ROMS:
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where the T is the potential temperature; u, v, and w are 
the components of velocity in the horizontal (x and y) and 
vertical (scaled sigma coordinate, s); Hz is a vertical stretch-
ing factor. The diffusive term DT can be parameterized as 

K zH2 2t- , here the eddy diffusivity KH is calculated using 
the KPP scheme. The forcing term FT applied on the upper 
boundary condition can be prescribed as follows:

F C Q Q dSST
dQ SST SST*

T w pw s
ref

reft= + + -^ h; E      (2)

Here Q is the net surface heat flux (Q = Qs + Q*), Qs is 
the shortwave radiation, and Q* is the sum of surface heat 
fluxes of sensible, latent, and longwave radiation. The SST 
and SSTref are the model and reference sea surface tempera-
ture, respectively. The wt  and Cpw are the sea water density 
and the specific heat of water, respectively. The last term 
on the right-hand side of Eq. (2) is a flux correction term 
which is derived based on the pioneering work of Haney 
(1971) wherein he used the near surface air temperature as 
a reference surface temperature in the formula to derive the 
net surface heat flux, assuming that the observed air tem-

perature is relatively more reliable than the heat flux. The 
idea of the Haney-type formulation in Eq. (2), is to express 
a feedback to the atmosphere as a flux correction which 
depends upon the model SST, and partly compensates for 
errors in the observed heat flux. The dQ dSSTref , which is 
treated as a “damping coefficient” with spatial and monthly 
variability, is obtained from the Comprehensive Ocean-
Atmosphere Data Set (COADS) monthly climatology (da 
Silva et al. 1994) in the study. The reference sea surface 
temperature SSTref is also derived from the COADS monthly 
climatology. The flux correction term is only applied for 
selected experiments. 

Two additional terms, the shortwave radiation penetra-
tion term and the nudging term, are added to the right hand 
side of Eq. (1) for several selected experiments. The pen-
etrative portion of the shortwave radiation that is absorbed 
beneath the surface is parameterized by the least-squares fit 
expression given by Paulson and Simpson (1977):

( ) ( )ReI z I R e1z z
0

1 2= + -g g6 @       (3)

where the I(z) is the penetrative portion of shortwave radia-
tion as a function of depth (z), and I0 is the surface irradiance 
(namely, the Qs). R is the empirical fractional coefficient 
for this two-band model; the attenuation lengths ζ1 and ζ2 

are preferential band absorption coefficients for the infra-
red and red wavelengths in the upper 5 m and the shorter 
blue-green light below 10 m, respectively. Martin (1985) 
indicated that the modeled mixed layer depth (MLD) and 
surface temperature are quite sensitive to the choice of the 
water type, though here only one water type is used for the 
entire domain. It is noted that the term Qs in Eq. (2) should 
be replaced by I(z) when the solar penetration term is ap-
plied. Diurnal cycling is applied to all the experiments in 
our study. The nudging term is expressed as:
 

( )T Trefc- -          (4)

where γ is the nudging coefficient, which is set to the in-
versed value of 50 days, for relaxing the potential tempera-
ture (T) toward the reference temperature (Tref) for the entire 
model interior. The three dimensional reference tempera-
tures were drawn from the WOA98 climatology. 

The flux correction term, the shortwave radiation pene-
trative term, and the nudging term will be applied selectively 
to conduct various experiments in the study. Furthermore, a 
similar freshwater flux correction is also applied selectively 
to the salinity equation. The emphasis herein is on the influ-
ence of the aforementioned terms on the simulated upper 
ocean thermal structure. 

The experiments in the study follow a spinup of 5-year 
simulations starting from the initial conditions derived from 
the January temperature and salinity of the WOA98 clima-

Fig. 2. Section along 15°N showing vertical coordinate surfaces used 
in the experiments. The vertical resolution is 20 sigma levels, and the 
stretched s-coordinate parameters are set to θ = 5 and θb = 0.4, respec-
tively.
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tology, and baroclinic horizontal velocities of the SODA 
v3.4 climatology. Surface forcing during the spinup period 
is the monthly climatological wind stress, heat flux(es), and 
freshwater flux from the COADS. The spinup simulation is 
performed using all the aforesaid terms. Two groups of ex-
periments, the climatological group and interannual group 
have been performed hereafter (Table 1). The former is con-
ducted using the surface forcing from the COADS clima-
tology, and the later using the monthly surface fluxes from 
NCEP during 1995 - 2006. To emphasize the role of the 
upper boundary conditions in the interannual run, the lateral 
boundary conditions herein have been held fixed as the cli-
matological run as depicted in the previous section. 

Seven experiments are conducted within the clima-
tological group. All experiments start from the last output 
fields of the spinup simulation and integrate for 5-year. 
Table 1 summarizes the attributes of the seven experiments, 
which are designed according to the degree of freedom from 
constraints on surface processes. The first experiment has 
the same setting as that of the spinup simulation by retain-
ing all four terms (heat flux correction term, freshwater flux 
correction term, the penetrative shortwave radiation term, 
and the nudging term), and is denoted as the control experi-
ment (CNTL in Table 1). The heat flux correction term is 
dropped in the experiment noQC, while both the heat flux 
correction and freshwater flux correction are abandoned in 
the experiment noFC. The penetrative shortwave radiation 
term and the nudging term are removed in the experiments 
noSP and noCndg, respectively. The above four experi-
ments are designed for examining the relative effect of the 
terms on temperature simulation. Experiment SP is con-
ducted retaining the penetrative shortwave radiation term 
only, and experiment Cndg is performed retaining the nudg-
ing term solely. The two experiments are designed to assess 
the respective impact of the corresponding term. A nudging 
term for the baroclinic momentum fields is also applied to 
the five experiments with the imposed temperature nudging 
term, namely the experiments CNTL, noQC, noSP, noFC, 

and Cndg. Additional experiments to evaluate the sensitiv-
ity of the model to the nudging toward momentum climatol-
ogy will be briefly described later. It should be noted that, 
under the experiment design here, no prescribed sea surface 
temperature, salinity, or height are used. 

Of the two experiments in the interannual group, the 
first applies the setting of experiment noFC, and the second 
adopts that of experiment SP. Both interannual experiments 
are started from the last model outputs of experiment noFC, 
and integrated for 12 years. 

All seven experiments in the climatological group 
are evaluated based on the 5-year simulations against the 
WOA98 monthly climatology, while the two interannual 
experiments are evaluated using the optimum interpolation 
(OI) sea surface temperature (SST) analysis (Reynolds and 
Smith 1994; Reynolds et al. 2002). In particular, analyses 
of the thermal structures and turbulence parameters are fo-
cused on properties averaged over four regions, the South 
China Sea (SCS), the region to the east of Taiwan (ETW), 
the East China Sea (ECS), and the region to the south of 
Japan (SJP), as denoted in Fig. 1. Note that ECS and ETW 
are combined to form the region EA in Fig. 1 wherein they 
are defined by grids of water depths less than 100 m and ex-
ceeding 500 m, respectively. The regions ETW and SJP are 
chosen to represent the Kuroshio and Kuroshio Extension 
regions, respectively. 

2.3 Surface Forcing 

The seasonal changes of the surface heat fluxes and 
radiation averaged over the three boxed region in Fig. 1 are 
shown in Fig. 3a. For region EA only the area-averaged val-
ues are shown without further dividing it into subregions of 
ECS and ETW, since their values are quite similar, in terms 
of the magnitudes and changing rates. The differences be-
tween EA and SJP are also very little. The EA and SJP ex-
hibit significant seasonal variations with a period of heating 
to the ocean in the warm season (from April to September). 

Table 1. Two groups of experiments performed in this study to test the effect of thermal forcing and corrections in the model on upper ocean ther-
mal structure. The climatological group consists of seven experiments integrated for five years starting from the end of a five-year spinup run. The 
interannual group consists of two experiments integrated for twelve years starting from the end of noFC experiment. See text for details.

clIMATOlOgIcAl rUN INTErANNUAl rUN

cNTl noQc noSP noFc nocndg cndg SP year_noFc year_SP

Heat flux correction v v v

Freshwater flux correction v v v v

Shortwave radiation penetration v v v v v v v

Nudging term v v v v v v
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On the other hand, the SCS presents relatively moderate sea-
sonality with a longer period of heating toward the ocean. 
The annual average net surface heat flux for the entire do-
main, EA, SCS, SJP are -19.8, -76.4, 19.3, and -88.0 W m-2, 
respectively. Only the southern region, such as SCS, shows 
a total heating of the ocean surface annually. Moreover, the 
net surface heat flux excluding the shortwave radiation are 
negative for all seasons, indicating a cooling of the ocean 
surface due to net surface heat flux. Overall, while the ocean 
is heating up by the shortwave radiation for all seasons, there 
is an annual cooling of the ocean surface on this time scale. 

Figure 3b shows the reference sea surface temperature 
and sensitivity of net heat flux to SST for the four aver-
aged regions. They are the last term on the right side of Eq. 
(1). The area-averaged values of ECS and ETW are shown 

here, because the differences of SSTref and dQ dSSTref  be-
tween the two subregions are more pronounced than those 
of the surface heat fluxes and radiation, implying that a 
smaller scale of spatial variations in these two fields. The 
dQ dSSTref  for each region presents a peak value prior to 
the maximum of the heating as shown in Fig. 3a, while a lag 
of the SSTref  peak value is found. Climatologically, larger 
“corrective coefficients” occur during the transition period 
in the spring season, and warmer sea surface temperatures 
appear after the maximum heating period of the ocean (at 
least for these regions). 

For the five experiments using the penetrative short-
wave radiation term (Table 1), the values of the empirical 
attenuation coefficients R, ζ1, and ζ2 are set to 0.58, 0.35, 
and 23 m as suggested by Paulson and Simpson (1977) cor-

Fig. 3. (a) The area-averaged net surface heat flux excluding the shortwave radiation (Q*, thin lines with filled triangles), the incoming shortwave 
radiation (Qs, thin lines with hollow squares), and the net surface heat flux (Q = Qs + Q*, thick lines). The unit is “W m-2”, positive values repre-
sent heating of the ocean. (b) The area-averaged sea surface temperature (SST in Celsius; lines with hollow squares) and Q sensitivity to SSTref  
( dQ dSSTref , the unit is “W m-2 C-1”; lines with filled triangles). (c) The penetrative irradiances normalized by surface values as a function of 
depths. The inset is the blow-up of the top 5 m. The solid and dashed lines represent the normalized penetrative irradiances in water types I and III, 
respectively. The equation and values of parameters are given in text. (d) The area-averaged wind stresses (N m-2). The variables for (a), (b), and 
(d) are derived from climatological monthly mean COADS. The averaged areas are the three boxed regions in Fig. 1. The ECS and ETW represent 
subregions in region EA with water depths less than 100 m and exceeding 500 m, respectively. 

(a) (b)

(c) (d)
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responding to the water type I classified by Jerlov (1976). 
Figure 3c presents the normalized penetrative irradiance 
[I(z) from Eq. (3)] as a function of depths. The normalization 
is derived using the incoming surface values (I0). For water 
type I, though about half of the incoming shortwave radia-
tion is absorbed in the top 2 m, still a substantial amount of 
the solar radiation penetrates to the water column beneath. 
Thus the penetrative term is expected to have significant in-
fluence on the structural change of temperature field. An 
additional experiment using water type III is also conducted 
for discussing the influence of different water types on the 
simulation of the upper ocean thermal structure. Compared 
to water type I, water type III absorbs more shortwave radia-
tion in the top 2 m, resulting in less heat energy transmitted 
to water below (Jerlov 1976). The area-averaged monthly 
surface wind stresses for the four regions are shown in  
Fig. 3d. The wind stresses is stronger and weaker in the 
cold and warm season, respectively. From the north (SJP) 
to the south (SCS), the winter monsoon exhibits a transi-
tion from northwesterlies to northeasterlies. The magnitude 
of the summer monsoon is decreasing gradually from south 
toward the north, associated with southwesterlies to south-
easterlies. 

3. rESUlTS
3.1 Overview 

The time series of volume-integrated kinetic energy per 
unit area (also termed column integrated here) for all experi-
ments are first examined in Fig. 4a. These time series show 
a quasi-equilibrium oscillation with a semi-annual cycle for 
most experiments except SP, noCndg, and year_SP that are 
not constrained by nudging for temperature and horizontal 
flow. For the latter three, drifts in water properties occur.

For experiments in the climatological group, the nudg-
ing terms effectively maintain the model at an equilibrium 
value of kinetic energy around 1980 J m-2, and the amplitude 
of semi-annual cycles at 100 - 200 J m-2. The differences 
among these experiments are insignificant as compared to 
temporal fluctuation. Without nudging, SP and noCndg 
exhibit a rapid rise in kinetic energy in the first half year, 
and then a sharp decrease until the last two years of the 
integration. No semiannual variations appear in these two 
experiments. The existence of the semiannual variation in 
ocean currents in the western tropical Pacific has also been 
reported by Qu et al. (2008) in an analysis of altimeter data 
combined with a high-resolution general circulation model 
wherein they reported the semiannual variations to local 
Ekman pumping along with the westward propagation of 
Rossby waves originating in the central tropical Pacific. 

As for the interannual group, year_SP reaches a quasi 
equilibrium value of about 1400 J m-2 in the last five years 
of the integration. On the other hand, year_noFC exhibits 
a moderate increase in kinetic energy during the first three 

years of integration, followed by a smaller quasi semi- 
annual fluctuation about an equilibrium value of about  
2110 J m-2. 

The time series of the volume-averaged temperature 
for all experiments are shown in Fig. 4b. The series exhibit a 
distinct annual cycle instead of a semi-annual cycle found in 
the flow field. The simulated mean temperatures in the ex-
periments are quite similar to each other except SP, year_SP, 
and Cndg. In Cndg, summer temperature is highest among 
all experiments. However, the deviation of Cndg is much 
smaller than the amplitude of the seasonal variation in the 
time series. In SP and year_SP that contain solar penetration 
term solely without flux correction and nudging terms, the 
model experiences an apparent cooling tendency. Note that 
the rate of temperature drift in year_SP slows down by year 
2002, and the temperature reaches an equilibrium value in 
the last five years of the integration. 

Figure 4c shows the differences between the control 
experiment and all other experiments. There are relatively 
large negative deviations in kinetic energy for SP, year_SP 
and noCndg; and cold departures of volume-averaged tem-
perature for SP and year_SP. Although SP and noCndg 
present similar long-term drift in kinetic energy, only SP 
exhibits significant temperature trend. It is noted that the 
major difference between these two experiments is that the 
latter contains flux corrections. Discussion on this will be 
given in next section. Only Cndg presents a warm depar-
ture as compared with the control experiment, this warm 
departure is much larger in the SST field. Furthermore, the 
differences of SST for the other experiments are also larger 
than the volume-averaged temperature. These results indi-
cate that the experiments design herein should be suitable 
for investigating the upper ocean thermal structure. There 
are some slight differences in the salinity among these ex-
periments, revealing that those simulated salinity are also 
affected by the experimental settings. However, the magni-
tudes of the salinity differences are relatively small and will 
not be discussed here. Last, all experiments exhibit larger 
potential energy than the control experiment, except noC-
ndg. Since the mass is conserved in the integration, changes 
in potential energy imply changes in stratification of the 
simulated ocean. 

Both momentum and scalar fields show similar charac-
teristics in the five years of climatological simulations. Thus 
only results from the last year integration are presented, un-
less noted otherwise. 

The near surface horizontal velocities for the control 
experiment are presented in Fig. 5. The distribution of the 
South Equatorial Current (SEC) near the southern boundary 
and the weaker North Equatorial Current (NEC) over 8 - 
15°N, with the North Equatorial Countercurrent (NECC) in 
between, are reasonably simulated. The NEC bifurcates off 
Mindanao around 13°N with a seasonal shift; the summer 
bifurcation latitude shifts slightly southward than that of 
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Fig. 4. Time series of (a) the column-averaged kinetic energy (103 J m-2) and (b) the volume-averaged temperature (in Celsius). The two vertical 
grey lines on each panel indicate the start of year 6 and 1995. The lower panel (c) is the differences for various variables between the control ex-
periment (CNTL) and all the other experiments. The derived differences are taken from variables including column-averaged kinetic energy (KE), 
temperature (Temp), salinity (Salt, in PSU), sea surface temperature (SST), sea surface salinity (SSS), and column-averaged potential energy (PE, in  
107 J m-2). The column-averaged means the volume-integrated values divided by surface area. 

(a)

(b)

(c)
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winter. This averaged bifurcation latitude, as well as the sea-
sonal variation in the latitude, agrees with the climatological 
analysis of Qu and Lukas (2003). They indicated that such 
seasonal variation corresponded well with the local Ekman 
pumping associated with the Asian monsoon winds. 

The northern branch of the NEC turns into the Kuro-
shio, which flows off the east coast of Taiwan and then turns 
northeastward following the southern coast of Japan. The 
Kuroshio intrusion into the SCS through the Luzon Strait 
exhibits large seasonality with a maximum occurring in 
winter. Similar seasonal variation in the Kuroshio intrusion 
has been revealed by several earlier studies made use of ob-
servation data (e.g., Qu 2000) or numerical model results 
(e.g., Xue et al. 2004). In winter, the intruded Kuroshio 
forms an anticyclonic current loop west of the Luzon Strait. 
The current loop bifurcates near the shelf break with the 
westward branch merges into the cyclonic circulation in the 
northern SCS. This cyclonic circulation vanishes when the 
Kuroshio intrusion decreases in summer. The currents in the 
Taiwan Strait are also reproduced well, with a maximum 
occurring in summer. To the south of the NEC, the NECC is 
weaker in winter and stronger in summer, while the NEC is 
stronger in winter. The SEC presents less seasonality in the 
control experiment. 

Figure 6 shows the depth-averaged transports along 
various cross sections for all seven climatological experi-
ments. All the experiments, except SP and noCndg, exhibit 
the aforesaid seasonality of the Kuroshio intrusion, and the 
transport through the Taiwan Strait. The poleward transport 
of the Kuroshio through the section along 20.5°N can also 
be indicative of the variation in the Kuroshio intrusion into 
the SCS. When there is a decrease in the poleward trans-

port, an increase in the amount of the Kuroshio intrusion is 
also observed. The northward transports through the Tai-
wan Strait increase in early spring and reach a maximum 
at about 2.0 Sv in summer, then decrease apparently in fall 
and approach minimum value at about 0.9 Sv. While these 
peak values of the simulated transports are slightly larger 
(smaller) in winter (summer) as compared with the observed 
values reported in Jan et al. (2006), the seasonal variations 
are reasonable. The transports across the section 25°N show 
relatively weak seasonal variations; such reduction of the 
seasonal variations is also revealed by the numerical model 
results of Kagimoto and Yamagata (1997). On the other 
hand, SP and noCndg produce larger transport through the 
25 and 20.5°N sections as compared with the others, result-
ing in less transport through the Taiwan Strait. It should be 
recalled that both experiments exhibit a sharp decrease of 
kinetic energy in time. A further examination reveals that 
the SEC and NECC for the two experiments are significant-
ly weaker than those in the control experiment in all seasons 
(Figures not shown). This could be a possible explanation 
for the decrease in the column-averaged kinetic energy. 

The monthly mean SST obtained from the control ex-
periment is given in Fig. 7. The spatial distribution of the 
SST is broadly in good agreement with the WOA98 clima-
tology. This is probably due to the fact that the surface heat 
flux correction is used in the upper boundary condition for 
the control experiment. The difference between the win-
ter and summer is apparently larger in the simulated SST. 
Larger variations also occur over the marginal seas in the 
model output. Overall, the warm tongue along the Kuroshio 
path is well simulated. The SST distribution over the SCS is 
also indicative of the seasonal variations in the near surface 

Fig. 5. Depth-averaged monthly mean surface velocity (cm s-1) in (a) January and (b) July derived from the year 10 of integration of the control ex-
periment. The depth-averaging is over the top 50 m or entire water column for which is shallower. Only velocities greater than 5 cm s-1  are plotted. 
The black vector denotes velocity greater than 20 cm s-1, whereas the dark grey vector denotes velocity ranges between 15 and 20 cm s-1.

(a) (b)
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currents. The cyclonic circulation carries cold water south-
ward along the coast of Vietnam in the winter, whereas the 
anticyclonic circulation brings the warm water northward 
in the summer. Lastly, the large SST gradient along part of 
the eastern boundary may be due to ill-specification of the 
lateral boundary conditions there. 

Figure 8 presents the scatterplots of the monthly mean 
SST for the last year model integration output. The x-axis 
is the modeled SST, and y-axis is the SST from WOA98 
monthly climatology. Each marker on the plot represents a 
single pixel which is defined by an area-average of each 10 
× 10 grid box in the model domain. The pixels are divided 
by three latitude bands as denoted in each panel. The con-
trol experiment has good correspondence with the WOA98 
climatology. Generally, noCndg and noFC slightly underes-
timate SST to the north of 20°N; noSP underestimates (over-
estimates) over the higher (lower) latitudes. Nevertheless, 
these model results are in general agreement with the ob-
servation. On the other hand, SP and Cndg show significant 
departures from the observation. SP underestimates SST in 
most of the latitudes, and Cndg overestimates SST, particu-
larly in the high SST regions. A further investigation shows 
that a cold bias of SP occurs in all seasons, while a warm 
bias of Cndg mainly occurs in the warm season (April to 
September). The results presented here are consistent with 
those shown in Fig. 4c. We have also checked similar scat-
terplots for the heat contents (in the upper 400 m) drawn 
from the experiments against those derived from WOA98 
climatology. All the experiments, except SP and Cndg, ex-
hibit a similar agreement with the observation (Figures not 
shown). SP and Cndg produce a similar underestimate and 
overestimate, respectively. However, the departures of the 
heat content for SP and Cndg are relatively moderate as 
compared with their SST deviations. The result implies that 
the vertical thermal structure in the upper ocean must have 
large differences among these experiments. 

Three additional experiments are conducted to evalu-
ate the sensitivity of the model to the nudging toward mo-
mentum climatology. The experiments adopted the settings 
for the control experiment, and the noSP and noFC, except 
that they all dropped the nudging term in the momentum 
tendency equation. The results exhibit an increase of simu-
lated kinetic energy in all three cases (Figure not shown). 
However, very little changes are found in the temperature 
fields as compared with their corresponding original experi-
ments. Therefore, they will not be further discussed. Last, 
because differences between the results from noFC and 
noQC are insignificant, only the former will be included in 
further discussion.

3.2 Seasonality and regionality

The seasonal variations of the experiments are exam-
ined using the area-averaged sea surface temperature (SST), 

Fig. 6. Transport (Sv) from surface to bottom for the sections along (a) 
25°N, (b) 20.5°N, and (c) 23°N. The section along 25°N extends from 
121.75 to 126.25°E, the section along 20.5°N extends from 120.25 to 
122.25°E, and the section along 23°N across the Taiwan Straits. The 
transports are derived from the year 10 of integration. 

heat content (HC, in the upper 400 m), and the isothermal 
depth (ID, as referred to by Qu et al. 2007). The isothermal 
depth is defined as the depth where the water temperature is 
0.8°C cooler than the near-surface value at 10 m. For calcu-

(a)

(b)

(c)
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Fig. 7. Sea surface temperature (in Celsius) in (a) January and (b) July derived from the year 10 of integration of the control experiment, and in (c) 
January and (d) July derived from the WOA98.

Fig. 8. Scatterplots of monthly mean SST (in Celsius) for experiments CNTL, noCndg, noSP, noFC, SP, and Cndg. The abscissa is the modeled SST, 
and the ordinate is the SST from WOA98 monthly climatology. The black solid diagonal line is a 1 : 1 line. The filled circle, cross sign, and hollow 
triangle represent the pixels in latitudes to the south of 20°N, between 20 - 35°N, and to the north of 35°N, respectively. The value for an individual 
pixel is an area-averaged of each 10 × 10 grid box in the model domain. The model outputs are taken from the year 10 of the integration.

(a) (b)

(c) (d)
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lating the isothermal depth, the temperature profile at each 
model grid point was first interpolated from the sigma grid 
to a specific z level grid. The isothermal depth is a good 
proxy for mixed layer depth. Thus it is denoted as mixed 
layer depth (MLD) hereafter. 

Table 2 presents the seasonal ranges and the annual 
mean of SST, HC and MLD for each region. The values are 
derived from WOA98 monthly climatology. The annually 
averaged SST and HC decrease from the south to the north, 
as seen from SCS to ETW, and to SJP. The HC of ECS is 
much smaller than the others, mainly due to its shallowness. 
The shallowest MLD appears in SCS and the deepest MLD 
occurs in SJP. On the other hand, the largest seasonal range 
of SST is found in ECS, while the largest seasonal range 
of HC and MLD are found in SJP. The SCS exhibits the 
smallest seasonal ranges for SST, HC and MLD. The re-
sults indicate a geographical dependence of HC and MLD 
in these regions. The HC not only depends on the SST, but 
also depends on the temperature profile. Because the tem-
perature profile is an important parameter in determining 
the MLD, both the SST and MLD are critical to reasonable 
simulation of HC. 

Figure 9 shows the time series of area-averaged SST, 

HC and MLD. The variables derived from the WOA98 
monthly climatology are also imposed. Climatologically, 
there is distinct seasonality for SST, HC and MLD in all 
regions. The SST and HC present higher (lower) values in 
warm (cold) season. On the other hand, the MLD exhib-
its shallowest (deepest) depths in warm (cold) season. The 
months from April to September are denoted as the warm 
season, and the rest are referred to as the cold season, here-
after. 

In general, the simulated SST and HC follow the cli-
matology well in terms of the seasonal variations for all the 
experiments in all regions. The departures from the clima-
tology, mostly revealed by SP, noCndg, and Cndg, are simi-
lar in all regions. Significant warm biases of SST are found 
in the warm season for experiment Cndg, with the largest 
value of about 48°C appearing in ECS. Despite that signifi-
cant SST warm biases are produced in the warm season for 
all the regions, the departures of HC from the climatology 
are relatively small. There are distinct long-term drift of HC 
for SP and noCndg, while significant SST drift only occurs 
for SP. 

Table 3 gives the departures of annual mean SST and 
HC for year 10 of the integration. It can be seen that lower 

Table 2. The seasonal range and annual mean of sea surface temperature, heat content and mixed layer depth (MLD, also the isothermal depth) 
for the four averaged regions. The variables are derived from the WOA98 monthly climatology. The seasonal range is calculated as the difference 
between the maximum and minimum values.

Seasonal range Annual Mean

ΔSST ΔHC ΔMLD SST HC Mld

EcS 11.2 1.9 -91.1 21.9 5.4 -47.2

ETW 6.4 2.0 -97.3 25.6 33.4 -55.4

ScS 3.5 1.3 -32.0 27.6 27.9 -33.5

SJP 8.7 2.7 -150.7 23.0 30.4 -61.9

Table 3. The departures of annual mean sea surface temperature and heat content. The units are °C and 109 J m-2, respectively. The departure is 
defined as the difference between year 10 of the integration and the WOA98 climatology.

SST HC

cNTl noFc noSP nocndg SP cndg cNTl noFc noSP nocndg SP cndg

EcS -0.59 -1.08 0.14 -1.19 -4.94 5.47 -0.13 -0.16 -0.12 -0.58 -1.27 0.49 

ETW -0.40 -0.62 0.09 -0.75 -1.09 1.85 -5.56 -5.60 -5.69 -6.66 -7.32 -5.48 

ScS -0.10 -0.24 0.40 -0.24 -2.07 2.05 -0.03 -0.07 -0.15 -1.13 -1.79 0.05 

SJP -0.58 -1.11 0.02 -0.71 -2.92 1.13 -0.43 -0.53 -0.50 -1.84 -3.46 -0.38 
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Fig. 9. Time series of area-averaged SST (in Celsius), heat content (J m-2), and isothermal depth (m) for regions (a) ECS, (b) ETW, (c) SCS, and (d) 
SJP. The grey lines are derived from the WOA98 monthly climatology for each variable over the same region. The model outputs (monthly mean, 
in different colors as denoted on the plots) are taken from year 5 to year 10 of the integration.

(a) (b)

(c) (d)

SST are found in all regions for experiment SP, correspond-
ing to larger decreases of HC. However, the lowest SST does 
not necessarily correspond to the largest decrease in HC. 
Similar results are found for noCndg, though the changes 
are more modest. Both Cndg and noSP overestimate SST in 
all regions, whereas only Cndg slightly overestimates HC 
in ECS and SCS. The result confirms the aforementioned 
notion that the HC departures are out of proportion with re-
spect to the SST warm biases for Cndg. 

There is large diversity of differences in MLD among 
all experiments, especially in the cold season. In the warm 
season, noSP and Cndg produce shallowest MLD in all re-
gions. Actually the MLD predicted by the two experiments 
almost vanishes for a few months in the warm season. The 
performances of other experiments do not show consistency 
among different regions, but all produce considerable MLD 
in the warm season. In the cold season, the MLDs are under-
estimated by all the experiments in ECS. Generally, CNTL 
and noFC produce deeper MLD than noCndg and SP. The 
effects of different terms applied to these experiments on 

the MLD in cold season are still unclear. 
The area-averaged temperature profiles for January 

and July are shown in Fig. 10. There are significant depar-
tures for SP and noCndg in all regions, particular in ECS. 
The characteristics of the departures for the two experi-
ments are similar in the four regions. SP exhibits larger cold 
biases in the upper layers, while noCndg shows larger cold 
biases in the deeper layers. As for the other experiments, 
the temperature profiles are reasonably close to the WOA98 
climatology. In the summer, similar features are found in SP 
and noCndg. Despite the cold biases, SP maintains a simi-
lar vertical structure as the WOA98 climatology. Cndg and 
noSP predict stably stratified water column in the top 20 m 
in all regions, due to the intense warm biases in the simu-
lated SST. The warm bias in Cndg is much stronger than that 
in noSP. As a result of the intense warm biases, the shapes 
of the temperature profiles are apparently different from the 
WOA98 climatology. The structural difference of Cndg can 
be used to explain the seemingly inadequately small HC de-
partures corresponding to the very large SST warm biases. 
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The aforesaid seasonal relationship between the HC 
and SST, as well as the differences among the experiments, 
can be summarized in Fig. 11. The close correspondence 
between the seasonality of the HC and SST is evident in all 
cases, as revealed in Fig. 9. CNTL and noFC is apparently 
better than the others as compared with the WOA98 clima-
tology. The simulated SSTs of the two experiments are quite 
good in all regions, while the amounts of the simulated HC 
are smaller than the WOA98 climatology. Cndg and noSP 
overestimate the SST in the warm season for all regions, 
while only Cndg overestimate the HC in ECS. It is recalled 
that no solar penetration is applied for the two experiments, 
namely Cndg and noSP, and no flux corrections are applied 
to Cndg. The absence of the solar penetration in the two ex-
periments results in an unrealistic upper ocean temperature 
profiles in summertime, as can be seen in Fig. 10b. The less 
intense SST warm bias of noSP is mainly due to the flux 
correction, and will be addressed later. Both SP and noCndg 

underestimate the HC significantly, while only SP under-
estimates the SST for all seasons. Both experiments adopt 
the solar penetration and omit the nudging term in the five 
years integration. The absence of the nudging term tends to 
result in a much smaller heat storage capacity in the upper 
ocean than the others. The flux correction in noCndg acts to 
increase the upper ocean heat storage by adjusting the SST 
toward the WOA98 climatology. 

The results herein indicate that solar penetration is im-
portant for development and maintenance of a reasonable 
upper ocean thermal structure. However, apparent cold bi-
ases are found when solely the solar penetration is used. The 
flux correction tends to adjust the near surface temperature, 
while the nudging term is able to nudge the temperature pro-
file toward the climatology. It should be stressed that unreal-
istic temperature profile is produced when the nudging term 
is applied without flux corrections. However, a combination 
of solar penetration and the nudging term appears adequate 

Fig. 10. Area-averaged (a) January and (b) July temperature (in Celsius) in regions ECS, ETW, SCS, and SJP derived from WOA98 monthly  
climatology (grey solid thick line) and selected experiments (as denoted on each panel). The model outputs are taken from the year 10 of the inte-
gration.

(a)

(b)
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for simulation of upper ocean thermal structure. Hence, the 
flux correction is not necessary in this case. 

3.3 Flux correction 

The extent of the adjustment for the net surface heat 
flux will be addressed herein. The net surface heat flux as 
a function of SST is presented in Fig. 12. For the control 
experiment, the adjustment is relatively smaller in the warm 
season. In the cold season, the net surface heat flux is ad-
justed to be less cooling when the simulated SST is underes-
timated. Similar adjustment appears in all regions. The ad-
justment in noCndg is similar as in the control experiment. 

In noSP, the net surface heat flux has been intensely ad-
justed to produce less warming in the warm season. Despite 
the warm bias in the modeled SST in the warm season, the 
adjusted net surface heat flux is approaching zero. 

Because net surface heat flux includes the solar radia-
tion, a near zero net surface heat flux in the warm season 
implies an artificially imposed heat loss at the sea surface. 
Ezer (2000) attributed the deficit in his simulated heat con-
tent of the upper layers to the uncertainties in the parameter-
ization of turbulence in the model, and the underestimate 
of the observed surface heat flux. A heat flux correction is 
applied in his study to mainly compensate for the errors in 
the observed surface heat flux. However, the flux correc-

Fig. 11. Heat content (J m-2) as a function of sea surface temperature (in Celsius) averaged over the regions (a) ECS, (b) ETW, (c) SCS, and (d) SJP. 
The abscissa is the heat content and the ordinate is the SST. The variables are monthly mean values derived from the WOA98 monthly climatol-
ogy (grey) and selected experiments (as denoted in each panel). The heat content is integrated in the upper 400 m. The term “JAN” on each panel 
represents the month of January, indicating the start of the annual cycle for the observation. The model outputs are taken from the year 10 of the 
integration.

(a) (b)

(c) (d)
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tion term shall compensate for errors in both the observed 
surface heat flux and the ocean model itself. According to 
Eq. (2), larger flux adjustment may occur, if the SST differs 
significantly from the reference temperature. A large cor-
rection coefficient represents a case where the model heat 
flux is dominated by the observed sea surface temperature 
rather than by the observed surface heat flux. The primary 
weakness in formulating the net surface heat flux with a cor-
rection term is an insufficient knowledge of the appropriate 
value of the correction coefficient to be used. 

3.4 Vertical Mixing 

The development of the oceanic boundary layer de-
pends on the surface forcing and on the oceanic buoyan-
cy and velocity profiles. To characterize the extent of the 
oceanic boundary layer, Large et al. (1994) defined a bulk 
Richardson number relative to the surface as: 
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When the bulk Richardson number Rib(d), which is a 
function of depth, equal to a critical value, the depth (d) is 
called surface boundary layer depth (SBLD). The bound-
ary layer eddies with mean velocity Vr and mean buoyancy 
Br should be able to penetrate a depth, namely the SBLD, 
where they first become stable relative to the local buoyancy 
B(d) and velocity V(d). The Vt(d) term is related to turbulent 
velocity shear. Furthermore, at all depths inside the SBLD, 
the magnitude of the mixing coefficients (viscosity and dif-
fusivity) depends upon both the SBLD and the surface forc-
ing. Accordingly, deeper boundary layers should contain 
larger and more efficient turbulent eddies. The detail of the 
KPP scheme is referred to Large et al. (1994).

Based on the previous analysis, the different experi-
ments in the study result in a variety of the mixed layer 

Fig. 12. Same as Fig. 11, but for the net surface heat flux (W m-2, including shortwave radiation) as a function of sea surface temperature (in Celsius). 
Only those experiments with flux correction are shown.

(a) (b)

(c) (d)
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depths. The evolution and maintenance of the mixed layer 
dynamics is still a topic for active research. Briefly, the de-
velopment of mixed layer depth depends on the surface wind 
stress, and also depends on the stability of the underlying 
water and on the heat and freshwater balance through the 
surface. In the section, we interpret the differences among 
the experiments in terms of the SBLD and diffusivity (KH). 

Figure 13 shows the area-averaged vertical tempera-
ture diffusivity as a function of depth and time for the last 
year (year 10) of integration. The abscissa starts from Jan-
uary. The averaged region is ECS. The surface boundary 
layer depth (SBLD), the MLDs (also the isothermal depth) 
derived from model output and the WOA98 monthly clima-
tology are also plotted. The distribution of diffusivity and 
SBLD, as well as the MLD, for noFC and the control experi-
ment are similar as SP. Thus only noCndg, noSP, SP, and 
Cndg are shown. In Fig. 13, the upper and lower panels are 
experiments with and without the flux correction. While the 

left and right panels are experiments without nudging and 
without solar penetration, respectively. 

There are several similarities for all experiments. A 
general description is given below. Both the SBLD and dif-
fusivity show strong seasonal dependency. In the cold sea-
son, the diffusivity is larger and mixing can penetrate much 
greater depth resulting in deeper SBLD. The peak values 
of the diffusivity appear within the surface boundary layer. 
Below the SBLD, the diffusivity decreases significantly. In 
the warm season, the SBLD diminishes apparently. The dif-
fusivity becomes extremely small in all depths as compared 
to that in the cold season. The seasonal variations of the 
MLD are similar to that of SBLD. 

In addition to the aforesaid similarities, there are some 
differences among these experiments. The SBLDs in noSP 
and Cndg vanish in the warm season. It is recalled that there 
is no solar penetration in the two experiments. The temper-
ature profiles of the two experiments reveal that the near 

Fig. 13. Area-averaged vertical temperature diffusivity (m2 s-1, contour) as a function of depth and time for experiments (a) noCndg, (b) noSP, (c) 
SP, and (d) Cndg for the last year (year 10 of integration). The averaged region is ECS. The boundary layer depth (in meters, grey lines) and iso-
thermal depth (in meters, black lines) derived from model outputs are also imposed. The vertical temperature diffusivity and boundary layer depth 
are calculated from the KPP scheme. All these model derived variables are 10-day mean values. The hollow triangles denote the isothermal depth 
derived from the WOA98 monthly climatology. 

(a) (b)

(c) (d)
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surface layer is very stable in summer, preventing effective 
vertical mixing (Fig. 10b). The result indicates that the in-
clusion of the solar penetration is a major factor for main-
taining a summer SBLD, and mixed layer depth as well, as 
seen in noCndg and SP. 

The situation is different in the cold season. The ex-
periments with solar penetration (noCndg and SP) produce 
shallower MLD as compared with the experiments without 
solar penetration (noSP and Cndg). Despite very small dif-
ferences found in the SBLD among these experiments, the 
larger peak values of diffusivities in noSP and Cndg imply 
stronger turbulent mixing in the cold season. This can also 
be seen in the temperature profiles from Fig. 10a. Further-
more, the experiments with and without a flux correction 
also present slight differences in the mixed layer depth dur-
ing the cold season (compare the upper panels to the lower 
panels). In the winter, noCndg produces higher near surface 
temperature than SP; this is due to the adjustment of the flux 
correction (Fig. 10a). The well mixed layer is also deeper 
than that in SP, indicating a larger/deeper turbulent mixing 
in the upper ocean. 

There are only slight structural differences in the tem-
perature profiles between experiments with and without 
the flux correction in the other regions (Fig. 10). Thus very 
small differences are found in the diffusivity and SBLD in 
other regions. Figure 14 shows only the results for SP and 

Cndg. Similar results are found as in region ECS: (1) Strong 
seasonal dependence of diffusivity and SBLD. (2) The so-
lar penetration is a major factor for maintaining a mixed 
layer depth in the warm season. (3) The nudging term al-
lows a deeper mixed layer depth in the cold season. In these 
regions with depths deeper than ECS, the MLD is deeper 
than SBLD especially in the cold season when the wind 
stirring is stronger and the turbulent mixing is very intense 
within SBLD. This is probably due to the Ekman pumping 
phenomena which is a nonlocal process in the mixed layer 
dynamics. Lastly, there are differences among the three re-
gions. The seasonality, as well as the variation of MLD, in 
the SCS is smaller than others. This is partly due to the fact 
that the magnitude of the surface momentum fluxes is less 
variable in different seasons in the SCS. 

During the warm season, there is a net surface heat flux 
from the atmosphere to the ocean (Fig. 3a). For the experi-
ments without the solar penetration, the net surface heat flux 
causes intense warming at the sea surface when all the heat 
flux is applied as surface heating. Vertical turbulent mixing 
is suppressed in the stratified upper layers. Thus a diminu-
tively shallow MLD is formed. When the summertime MLD 
is too shallow, the upper ocean temperature gradients are 
too large, and there is insufficient vertical mixing to transfer 
heat down from the surface layer. As a result, the tempera-
ture below the near surface layer (in about the top 20 m) is 

Fig. 14. The same as in Fig. 13, but for the boxed areas (a), (b) ETW, (c), (d) SCS, and (e), (f) SJP in experiments SP (left panels) and Cndg (right 
panels). 

(a) (b) (c)

(d) (e) (f)
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too cold, as can be seen in Cndg and noSP (Fig. 10b). When 
the solar penetration is allowed, the summer heating occurs 
partly by the absorption of the radiation below the surface. 
The result is a reduction in the stability of the upper layer 
and increased mixing. The enhanced instability and mixing 
in the upper layers are expected to cause the deepening of 
the mixed layer.

3.5 Upper Ocean Heat Budget

In this section, the upper ocean heat budgets for SP and 
noFC are analyzed to understand the annual cycle of heat 
balance in the selected regions, and the difference in heat 
budget between the two experiments is analyzed to reveal 
the impact of the nudging terms (both for temperature and 
momentum nudging). 

The tendency change of upper ocean heat content can 
be expressed by vertically integrated heat budget equation 
from sea surface to a fixed depth (-h): 
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where Hd  is the horizontal gradient operator. The rest of 
the notations are the same as in Eqs. (1) and (2). The term 
on the left-hand side of the equation is the local change of 
heat content (referred to as TEND). On the right-hand side, 
the first term is the heat advection (referred to as ADV), 
which consists of horizontal and vertical advections. In a 
large domain-mean budget, we may interpret ADV in terms 
of volume averaged flux divergence which is equivalent 
to the net flux convergence through the lateral and bottom 
walls. The second and last terms are the diffusive heat flux 
(referred to as DIF) and net surface heat flux (including the 
solar penetration; referred to as Qtot), respectively. The heat 
budget here is calculated for the top 400 m (or the water 
depth that is shallower than 400 m) on each grid point. The 
choice of the depth (400 m) was based mainly on the rea-
son that it is well below the thermocline such that the upper 
layer heat content change could be a reasonable indicative 
of the variability in the depth of the thermocline (and also 
the mixed layer depth). Furthermore, the vertical diffusive 
heat flux across this depth is expected to be small. In the 
four averaged regions, the horizontal and vertical diffusions 
were found to be sufficiently smaller than other terms, thus 
only the net effect of diffusive heat flux (DIF) will be pre-
sented below. 

The annual cycle of the heat budget averaged in the 
four regions are shown in Fig. 15. We first describe similar 
features in the heat budget of SP and noFC (Figs. 15a, b). 
The local tendency term (TEND) shows a clear annual cycle 
with warming (cooling) in the warm (cool) season in each 

region. In the SCS, however, the warming period is shorter 
than others. Overall, the seasonality of the TEND can be at-
tributed to the Qtot variation, especially in the cold season. 

The major difference between the two experiments is 
found in the advection term (ADV) in SJP and ETW where 
the nudging term in noFC is quite large as revealed by the 
difference between TEND and SUM in Fig. 15b. The differ-
ences between SP and noFC are shown in Fig. 15c, where 
the differences in SUM are matched by the differences in 
ADV. This difference in ADV can be attributed to both the 
distributions of temperature (Figs. 8 and 10) and currents 
(Fig. 6). The large nudging term in the heat budget (note 
that there was also a momentum nudging in noFC but not 
shown here) indicates the model deficiency. This deficiency 
is restored in noFC by the nudging term, but leads to cool-
ing in SP. 

The above mentioned difference also exists in ECS 
and SCS but is much smaller so the overall budgets of the 
two experiments are in better agreement with each other. 
In the ECS and SCS, the relative importance of ADV and 
the surface heat flux show an interesting contrast. In SCS, 
the surface heat flux term is in phase with TEND in late 
winter and early spring, but the ADV term leads the flux 
term in summer. A reversed situation is observed in ECS 
where ADV leads the TEND in late winter and early spring 
but the surface flux term dominates in fall. The adjustments 
from the nudging terms are smaller in these two regions. 
Nevertheless, the differences in ADV again indicate the ef-
fect of heat advections are important mechanisms of local 
heat balance.

Without nudging, the TEND in SP is smaller than that 
in noFC. This is responsible for the cold bias in SP (Fig. 11). 
The annual averaged of the differences in TEND between 
SP and noFC are about -20.8, -14.8, -8.6, and -13.0 W m-2 

in SJP, ETW, ECS, and SCS, respectively. The cold biases 
in SP is likely caused by model deficiency, suggesting that 
the water column hydrodynamics has yet to reach a steady 
state and longer spinup time may be necessary. To address 
this issue warrants further investigation.

3.6 Upper Ocean Transparency

While the inclusion of solar penetration is critical for 
maintaining mixed layer depth in summer, the near-surface 
cold bias in SP (Fig. 10) may imply that the distribution of 
the penetrating solar radiation is inappropriate. The vertical 
distribution of the shortwave penetration is closely related 
to the ocean transparency to the solar radiation. In view of 
this, two additional experiments (SP3 and noFC.SP3) using 
a different water type, water type III (Jerlov 1976), is con-
ducted to explore the sensitivity of the upper ocean thermal 
structure to different patterns of solar penetration. It is re-
called that the water type III absorb more shortwave radia-
tion in the top 2 m, as compared with the water type I. The 
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SP3 and noFC.SP3 are identical to SP and noFC, respec-
tively, except the use of water type III.

The resultant temperature profiles are shown in  
Fig. 16. In all regions, the upper layer temperatures of SP3 
are warmer than that of SP. In the winter, the larger tem-

perature difference appears in the ECS with a value at about 
1°C. In the summer, the temperature differences are about 
2.5°C in the top 10 m in all regions. The upper layer tem-
perature of SP3 in the ECS and SJP appear to tend towards 
the observation, while the temperature in the ETW and SCS 

Fig. 15. Monthly mean of the terms in the heat content tendency equation for experiments (a) SP, (b) noFC, and (c) SP-noFC (difference between 
the two experiments). Term ‘TEND’ represents the local change of heat content. The terms ‘ADV’ and ‘DIF’ represent the combined contribution 
advections and diffusions, respectively. Term ‘Qtot’ is the net surface heat fluxes (includes the solar penetration). The term ‘SUM’ indicates the 
total contribution from the advections, diffusions, and surface heat fluxes. In noFC, the temperature nudging term can be expressed as the difference 
between TEND and SUM. The unit is J s-1 m-2 (also W m-2). The monthly mean are calculated from the 5-year simulation of each experiment. The 
vertical integration is conducted from surface to a depth of 400m (or the water depth, if it is shallower than 400 m) on each grid point in regions 
SJP, ETW, ECS, and SCS. 

(a) (b) (c)
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are warmer than the observation. Due to the higher upper 
layer temperature, the MLD in SP3 are slight shallower 
than that in SP. The use of water type III in noFC.SP3 also 
produces warmer upper layer temperature in summer, the 
temperatures differences are about 1 ~ 2°C in the top 10 m. 
Consequently, summertime warm biases in the ECS, ETW, 
and SCS are found in noFC.SP3. Proper use of the combina-
tion of solar penetration parameterization and temperature 
nudging coefficients is need. 

In short, the simulation of the upper layer temperature 
is closely related to the ocean transparency, which is rep-
resented by the prescribed water type in our study. The ex-
periments using the water type III, which allows more short-
wave radiation to be absorbed near the sea surface, produce 
warmer near surface temperature and hence alleviate the 
cool biases significantly. However, the summertime warm 
biases in some regions, such as the ETW and SCS reveal that 
the use of a single water type may not be appropriate for a 
large domain as in our case. According to Martin (1985), 
the modeled MLD and surface temperatures are sensitive to 

the choice of the water type, which is a proxy of chlorophyll 
distribution (Jerlov 1976). The upper ocean solar irradiance 
penetration could vary significantly in response to westerly 
wind bursts in equatorial Pacific warm pool, which causes 
variation of water clarity in the upper ocean (Siegel et al. 
1995). Large et al. (1994) also pointed out that simulations 
in spring and summer are sensitive to water clarity. An an-
nual cycle of Jerlov (1976) water type is specified in their 
simulation for North Pacific, with clear type IA from De-
cember through February, type II from June through Sep-
tember, and type IB in the other months. To account for 
the lack of homogeneity of the ocean transparency, different 
water types with spatial and temporal variations may be pre-
scribed in future works. 

3.7 Interannual Variability

Three experiments are conducted to examine the per-
formance of the model on interannual variability. These are 
the year_noFC, year_SP (Table 1), and year_SP3 which is 

Fig. 16. The same as in Figure 10, but for the experiments noFC, noFC.SP3, SP, and SP3.

(a)

(b)
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identical to year_SP except for the use of water type III. 
The time series of simulated SST and HC are presented 

in Fig. 17. The seasonality of the simulated SST is well re-
produced. There are distinct annual cycles in all the regions 
except that in SCS, which exhibits quasi semi-annual cycle 
throughout the entire integration. The largest seasonal range 
appears in ECS, and the smallest occurs in SCS. The simu-
lated SST in year_noFC is slight cooler than the observed 
SST derived from OISST. The cold bias of the simulated 
SST in year_SP is evident. The long-term drift of SST an-
nual mean in the ECS is up to 6.3°C after twelve years of 
integration. A larger departure is also found in SCS, with a 
difference approaching 4.4°C at the end of the simulation. 
The use of water type III in year_SP3 alleviates the sum-
mertime cool bias. The temporal evolutions of the simulated 
HC follow that of the simulated SST in all regions. Thus the 
simulated HC in year_SP and year_SP3 also exhibits sig-
nificant long-term drift. The largest difference between the 
two experiments and the year_noFC appears in SJP. 

The interannual variability of the simulated SST is ex-
amined in terms of the standardized anomaly. To remove 
the seasonal cycle in the SST anomaly, the monthly SST is 
subtracted from a long-term mean for that particular month. 
The long-term mean is defined as the model climatology 
for that month. The monthly anomaly is then divided by the 
standard deviation of that month to draw the standardized 
anomaly. Experiment year_noFC exhibits better correspon-
dence than year_SP and year_SP3, in particular for the SST 
variations in 1995 - 2000 (Fig. 18). The linear correlation 
coefficients between the simulated SST from year_noFC 
and the observed SST are about 0.5 for the ETW, and about 
0.4 for the ECS and SJP. Experiment year_SP3 produces 
higher correlation coefficients than year_SP in all regions, 
indicating a better representation of the ocean transparency 
on this time scale. 

Overall, the interannual variability of SST is reasonably 
reproduced using a combination of the solar penetration and 
the nudging term in the integration. The result indicates that 
the nudging coefficient used in our study is still appropriate 
for the interannual simulation. 

4. dIScUSSION ANd SUMMAry

The ROMS model is adopted to develop a western 
North Pacific regional ocean model. A set of numerical ex-
periments are carried out to explore the sensitivity of the 
model upper ocean thermal structure to some parameterized 
physical processes and correction schemes. The model re-
sults indicate that the solar penetration into the water col-
umn is quite important. The absorption of the solar radiation 
beneath the sea surface makes the upper layers less stable, 
increases mixing and thus deepens the MLD in the warm 
season. The stable upper layer in those experiments that do 
not have solar penetration results in overly shallow MLD 

in the warm season. This result is consistent with Martin 
(1985) and Ezer (2000). While the modeled MLD and sur-
face temperatures are sensitive to the water clarity as found 
in previous studies (Martin 1985; Large et al. 1994; Ohl-
mann 2003; Sweeney et al. 2005), only single water types 
are used in our models to simplify discussion. 

In addition to studying the effect of solar penetration 
on upper ocean thermal structure, a set of experiments are 
carried out to quantify the effect of flux correction and 
nudging terms on constraining the model from drifting away 
from more realistic thermal structure and flow field. In the 
absence of these constraints, the model forced by surface 
fluxes develops a cold bias. The heat budget analysis indi-
cates that both heat advection and net surface heat flux are 
important terms for upper ocean heat balance in maintaining 
the climatological annual cycle. The heat advection, which 
consists of horizontal and vertical advections, is dependent 
on both currents and temperature fields. It is therefore sensi-
tive to the model bias. Results from these experiments sug-
gest that the cold bias is probably caused by too much heat 
dissipation at the open boundaries, while inadequate surface 
heat fluxes may be partially responsible as well. It is note-
worthy that the net surface heat flux over the entire domain 
and the annual cycle is in deficit. While the use of water 
type III that allows more shortwave radiation to be absorbed 
near the surface tends to alleviate the summertime cool bi-
ases in some regions, it also exhibits warm biases in some 
other regions. Clearly, both the surface heat fluxes and the 
ocean transparency should be implemented carefully. Fur-
ther investigation is warranted.

The alternative water type III use here can be use to 
represent an increase in solar irradiance attenuation within 
the upper water column, which can be attributed to an in-
crease in the chlorophyll concentration. Lewis et al. (1990) 
indicated that variations in phytoplankton concentration 
in the equatorial Pacific is responsible for changes in heat 
trapped in the upper ocean. Siegel et al. (1995) also observed 
a significant reduction of solar penetration during a period 
of phytoplankton bloom in the western equatorial Pacific 
Ocean, which resulted in a chlorophyll concentration. To 
account for the influence of different light absorbing capa-
bility of the water column, different water types with spatial 
and temporal variations may be prescribed in future works. 
However, it is more desirable to couple the hydrodynamic 
model with a biogeochemical model such that a dynamic 
and interactive light absorbing profile could be generated to 
address this issue. 

The flux correction approach appears effective in pre-
venting the cold bias by adjusting the amounts of the net 
surface heat flux, but unrealistic net surface heat flux is 
produced in the experiment with unreasonable model as-
sumption, such as the case without solar penetration into 
the upper water column. It is known that there are large un-
certainties in specifying the correction coefficient in ocean 
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Fig. 17. Time series of monthly mean SST (in Celsius) and heat content (J m-2) integrated for the upper 400 m over the regions ECS, ETW, SCS, 
and SJP for the interannual run from 1995 to 2006. The SST derived from experiments year_noFC, year_SP, and year_SP3 are indicated by solid, 
long-dashed and dashed lines, respectively, while the heat content for the three experiments are indicated by hollow triangles, hollow circles, and 
dots respectively. The SST from WOA98 monthly climatology is also plotted, and indicated by grey thick solid lines.
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Fig. 18. Time series of standardized SST monthly anomalies over the regions (a) ECS, (b) ETW, (c) SCS, and (d) SJP for the interannual run from 
1995 to 2006. The standardized SST monthly anomalies derived from experiments year_noFC, year_SP, and year_SP3 are indicated by solid, long-
dashed and dashed lines, respectively. The standardized SST monthly anomaly from WOA98 monthly climatology is also imposed, and indicated by 
grey thick solid lines. The linear correction coefficients between the three experiments and the WOA98 climatology are drawn. 

modeling. Large et al. (1994) suggested that the values of 
SST difference should be less than 0.5°C every month for 
estimating the coefficient for a successful simulation of the 
North Pacific Ocean. Seager et al. (1995) mentioned that 
the sensitivity of the surface heat fluxes to variations in SST 

is much smaller than often assumed. They found that the 
flux response is strongly dependent on the scale of the SST 
anomaly. However, the magnitude of the scale dependent 
variation is only a few watts per square meter per Kelvin 
change of SST. This is less than half of the values typically 
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assumed in ocean models. In addition to the uncertainty in 
the correction coefficient, the sensitivity of the upper ocean 
thermal structure to the flux correction process is also an 
open question. In his sensitivity study with a variety of the 
coefficients, Ezer (2000) found that the modeled MLD may 
be similar, but considerable differences in the heat content 
and SST may exist.

The implementation of a weak nudging toward the cli-
matology prevents the model from a cold bias (drift from 
climatology) during long term integration. The nudging term 
seems to be able to account for some model biases, which 
may arise from model errors. The model errors may result 
from the spatial resolution or deficiency in the model forc-
ing; for example, the absence of tidal forcing in our model. 
Furthermore, the variability in the model shall be constricted 
by the given nudging coefficient, which is often a timescale 
of several tens of days. The processes involving the nudging 
term remain unclear in our study. Nevertheless, the experi-
ment with the solar penetration and the weak nudging pro-
duces reasonable interannual variability from 1995 to 2006. 
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