Absolute Ca Isotopic Measurement Using an Improved Double Spike Technique
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ABSTRACT

A new vector analytical method has been developed in order to obtain the true isotopic composition of the $^{42}\text{Ca}-^{48}\text{Ca}$ double spike. This is achieved by using two different sample-spike mixtures combined with the double spike and natural Ca data. Because the natural sample (two mixtures) and the spike should all lie on a single mixing line, we are able to constrain the true isotopic composition of our double spike using this new approach. Once the isotopic composition of the Ca double spike is established, we are able to obtain the true Ca isotopic composition of the NIST Ca standard SRM915a, $^{40}\text{Ca}/^{44}\text{Ca} = 46.537 \pm 2$ ($2\sigma_{\text{ms}}, n = 55$), $^{42}\text{Ca}/^{44}\text{Ca} = 0.31031 \pm 0.00002$, $^{43}\text{Ca}/^{44}\text{Ca} = 0.06474 \pm 0.00001$, and $^{48}\text{Ca}/^{44}\text{Ca} = 0.08956 \pm 0.00001$. Despite an offset of 1.3% in $^{40}\text{Ca}/^{44}\text{Ca}$ between our result and the previously reported value (Russell et al. 1978), our data indicate an offset of 1.89‰ in $^{40}\text{Ca}/^{44}\text{Ca}$ between SRM915a and seawater, entirely consistent with the published results.
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1. INTRODUCTION

Double spike technique has been widely used to determine natural isotope fractionation (Dodson 1963; Hofmann 1971; Galer 1999), however, there is yet to be a general consensus on how to obtain the isotopic composition for the double spike itself. For example, three Ca double spikes, $^{42}\text{Ca}-^{48}\text{Ca}$, $^{43}\text{Ca}-^{48}\text{Ca}$, and $^{42}\text{Ca}-^{43}\text{Ca}$, have been used to study Ca isotope fractionation in various kinds of samples. The isotopic compositions for these double spike systems were calibrated using one of the following methods. The first method is based on the gravimetric measurement of the enriched spikes. Assuming no stoichiometric effect, Russell et al. (1978) weighed the enriched $^{42}\text{Ca}$ and $^{48}\text{Ca}$ salts before the spikes were subsequently admixed and dissolved. The double spike was then analyzed to obtain the instrumental mass fractionation for Ca, normalized to the weighed $^{42}\text{Ca}-^{48}\text{Ca}$ ratio, and then the same fractionation factor was used to obtain a $^{42}\text{Ca}/^{44}\text{Ca}$ of 0.31221 for natural Ca (Russell et al. 1978). Due to the large uncertainties in weighing, Russell et al. (1978) recommended a $\pm 1\%$ error for their double spike isotope composition calculation. Similarly, Hart and Zindler (1989) prepared a $^{40}\text{Ca}-^{44}\text{Ca}$ double spike and estimated that they could determine the Ca isotopic ratio with a precision of about $\pm 0.7\%$, approximately an order of magnitude better than that of Russell et al. (1978).

Instead of measuring the double spike independently, several groups used the $^{42}\text{Ca}/^{44}\text{Ca}$ of 0.31221 for natural Ca (Russell et al. 1978) to calibrate each spike individually, and then mixed the two spikes to achieve their own double spike. Consequently, the results from these laboratories (Russell et al. 1978; Skulan et al. 1997; Zhu and Macdougall 1998; De La Rocha and DePaolo 2000; Heuser et al. 2002; Gopalang et al. 2006) are self-consistent with that of Russell et al. (1978).

The third method was based on the total evaporation technique. Using this method, Schmitt et al. (2001) determined the isotopic composition of their $^{43}\text{Ca}-^{48}\text{Ca}$ double spike, which was calibrated relative to $^{42}\text{Ca}/^{44}\text{Ca}$ double spike and the $^{42}\text{Ca}/^{44}\text{Ca}$ of seawater was also determined from a total evaporation experiment (Schmitt et al. 2001).

Due to the large weighing errors (Russell et al. 1978), the $^{42}\text{Ca}/^{44}\text{Ca} = 0.31221$ for natural Ca could be relatively imprecise and inaccurate. Nevertheless, with the exception
of the total evaporation method, the isotopic compositions of the double spikes for the other groups were all calibrated relative to \( { }^{42}\text{Ca}/^{44}\text{Ca} = 0.31221 \). Consequently, the accuracy of the isotopic composition of all these Ca double spikes should be comparable to \( ca \pm 1\% \) (Russell et al. 1978). However, because of the self-consistent for all the measurements, the precision of their Ca isotopic measurements should not be affected. Moreover, since all the TIMS double spike Ca results were measured relative to the same international standard SRM915a, knowing the absolute Ca isotopic composition of their double spikes was not essential for the study of natural Ca isotope fractionation. Nonetheless, knowing the absolute Ca isotopic composition of the double spike and the natural samples will help by eliminating the need for lengthy inter-laboratory cross-calibrations in order to set up a new double spike and related experimental protocols. Furthermore, knowing the true Ca isotopic composition will be critical in studies of small nucleosynthetic effects on Ca isotopes in primitive meteorites (Völkenning and Papanastassiou 1989).

In this study, we present a new vector analytical method to obtain the absolute isotopic compositions for our \( { }^{42}\text{Ca}/^{44}\text{Ca} \) double spike. In contrast to previous studies, this new method does not require normalization to a set isotopic ratio, e.g., \( { }^{42}\text{Ca}/^{44}\text{Ca} = 0.31221 \), in order to cross-calibrate with the results of other laboratories. Lastly, since absolute Ca isotopic compositions for natural samples can be obtained with this new method, inter-laboratory reference standard and cross-calibration of double spikes will no longer be necessary.

### 2. THEORY OF THE DOUBLE SPIKE METHOD

As a first order approximation, we have assumed that both instrumental and natural mass-dependent fractionation follow a straight line. A three-dimensional data reduction procedure similar to that described by Galer (1999) has been adapted in this study. The relationships between the natural sample, the mixture, and the spike itself are best shown in a 3-D plot of \( { }^{40}\text{Ca}/^{48}\text{Ca} \) vs. \( { }^{42}\text{Ca}/^{48}\text{Ca} \) vs. \( { }^{44}\text{Ca}/^{48}\text{Ca} \) (Fig. 1). The “true” isotopic compositions of the normal, mixture, and spike are shown as \( N \), \( M \), and \( S \), respectively. The vectors \( f_n \) and \( f_m \) represent the theoretical fractionation lines of TIMS measurements for normal and spiked samples, respectively. In principle, \( f_n \) and \( f_m \) can be defined by fitting a straight line through the repeated measurements for natural and spiked samples, as shown in Fig. 1. In theory, the “true” isotopic compositions for \( N \), \( M \), and \( S \) should all lie on a straight line in Fig. 1 (Galer 1999). Despite that the actual positions of the natural and spiked samples, \( N \) and \( M \), are not known in the beginning, they should lie on the straight lines defined by the vectors \( f_n \) and \( f_m \), respectively. As a result, two planes, \( P_n \) and \( P_m \), can be defined through combining the spike (S) and the two vectors, \( f_n \) and \( f_m \) (Fig. 1). Since both \( P_n \) and \( P_m \) share a common point \( S \), and \( N \), \( M \), and \( S \) are all collinear, the line intersecting by \( P_n \) and \( P_m \) should thus reflect the true N-M-S mixing line (Fig. 1). Consequently, the “true” isotopic composition of \( N \) can be easily established since it is the intercept between the N-M-S line and \( f_n \), given that the “true” isotopic composition of \( S \) is known (Galer 1999).

### 3. MODULAR MODEL FROM DOUBLE SPIKE TECHNIQUE TO SOLVE ABSOLUTE ISOTOPIC RATIO FOR DOUBLE SPIKE

In principle, it is possible to obtain the absolute isotopic composition of the spike by reversing the above procedures if the Ca isotopic composition of the natural sample is known. However, the absolute isotopic composition of Ca normally obtained assuming \( { }^{42}\text{Ca}/^{44}\text{Ca} = 0.31221 \), should, in theory, also inherit the large, \( ca \pm 1\% \), weighing errors (Russell et al. 1978). As a result, the accuracy of the absolute isotopic composition of the spike determined using such an approach might be questionable. Since most Ca isotopic data are reported relative to a known isotopic standard such as the NIST SRM915a, getting accurate absolute isotopic data has become less critical. As for the precision of the data, they are largely determined by the precision of the isotopic measurement, provided that spiking and isotopic measurement are done exactly for both the spike calibration and sample analysis. Nonetheless, an independent assessment of the absolute isotopic composition of the spike, and subsequently the natural samples will minimize the overall uncer-
tainties introduced by spiking and data reduction. This is essential for high precision Ca isotopic measurement. Furthermore, this will provide a critical test of whether there are systematic differences between this and previous results.

Despite N, M, and S lying on a straight line, adding the third vector, $f_s$ from the spike data, cannot define the mixing line ubiquitously, since there exist an infinite number of lines that can intercept with $f_n$, $f_m$, and $f_s$ in a 3D diagram. However, it turns out that by adding a fourth point, and hence a total of four vectors, we can define the mixing line ubiquitously. By adding a second mixture, we now have the normal (N), two mixtures (M1 and M2), and the spike (S), and again, these four points should all lie on a straight line. Similarly, the four vectors, $f_n$, $f_s$, $f_m1$, and $f_m2$, are defined by fitting through the isotopic data for normal, spike, mixture-1, and mixture-2, respectively (Fig. 2). In theory, there exists only one line that can intercept with $f_n$, $f_m1$, $f_m2$, and $f_s$, simultaneously. Given that N, M1, M2, and S should be collinear, the line intercepting $f_n$, $f_m1$, $f_m2$, and $f_s$ must be the true mixing line of N-M1-M2-S (Fig. 2). The “true” isotopic composition of the spike, S, can thus be easily determined since it is the point where the N-M1-M2-S line intercepts $f_s$ (Fig. 2). It is quite clear that we can successfully obtain the true isotopic compositions of our double spike without the need of a reference ratio, as was the case in previous studies.

4. VECTOR ANALYTIC METHOD

Data reduction is done using a program written with the commercial software Matlab, and a brief description of how the calculations were done is given as follows. Assuming the isotopic composition of the spike, S, is known, the program starts by combining vector $f_n$ and point S to define the normal vector $f_{pn}$ for plane $P_n$, and vice versa for $f_{pm}$ and $P_m$ (Fig. 1). After the normal vectors of $f_{pn}$ and $f_{pm}$ are defined, the vector of N-M-S line ($f_{n-m-s}$) is subsequently defined by crossing these two normal vectors ($f_{pn} \times f_{pm}$). Since the vector $f_{n-m-s}$ should pass through the S point, the equation of N-M-S line can be then defined. Consequently, the original isotopic ratio for the natural sample (N) can be obtained by the intersection between the equation of N-M-S line and $f_n$.

After the equation of N-M-S line is defined, we can then rotate and shift Fig. 1 to allow the new Z axis as the N-M-S line, and the new X axis as the projection of $P_n$ (Fig. 3a). $P_n$ is also shown as the open circles that coincide with the X axis, while $P_m$ is shown as the open squares in Fig. 3a. The angle between $P_n$ and $P_m$, $0$, depends on the double spike ratio and the spike to sample ratio in the mixture (Galer 1999). The point of intersection in Fig. 3a is referred to as the N-M-S point.

The determination of the true isotopic ratio of the double spike is illustrated in Fig. 3b. Although S is unknown in the beginning, it should lie on a straight line defined by $f_s$ (Fig. 2). In principle, we can use any point on $f_s$, say $S_0$, and combine it with $f_n$ and $f_{m1}$ to define a N-M1-S, point in Fig. 3b, and vice versa for an N-M2-S, point. Since N, M1, M2, and S should be collinear, N-M1-S and N-M2-S should be projected on the same point in Fig. 3b. This suggests that $S_i$ is not the true “S” if there is an offset between N-M1-Si and N-M2-Si, Fig. 3b. An iterative process is then used to find the true isotopic composition of the double spike S.

5. MASS SPECTROMETRY

Samples were analyzed by double filament technique using TRITON of Thermo Finnigan, at IES. Approximately 1 – 2 µg of Ca in nitrite form were loaded on Re filament, and then heated in air until the filament was glowing. For each isotopic measurement, the ion current for $^{40}\text{Ca}$ was set to $3.7 \times 10^{-10}$, $2 \times 10^{-10}$, and $1.5 \times 10^{-11}$ for normal, mixture, and spike, respectively. The working temperature for the ionization filament was $\sim 1400^\circ\text{C}$, and the working current for the vaporization filament is 350 - 500 mA. Cup configuration is shown in Table 1. Two analytical sequences were required because the mass dispersion range in TRITON is not sufficient to cover the Ca isotopes from $^{40}\text{Ca}$ to $^{48}\text{Ca}$. Mass 40, 41, 42, 43, and 44 are measured in the first sequence, while mass 44 and 48 are measured in the second sequence. A total of 6 faraday cups were used, and each cup was assigned to a specific mass to avoid potential non-linear mass dispersion effect from dramatic changes in signal intensity. The $^{41}\text{K}$ was monitored to be always less than $1.5 \times 10^{-14}$ A, and thus interference from K at mass 40 is negligible.

Virtual amplifier mode was used throughout the experiment, in order to minimize the instability of inter-channel calibration. The integration times are also shown in Table 1.
A total of 270 ratios per measurement was needed for un-spiked samples, in order to acquire $\sim 9.7 \times 10^9$ ions for $^{48}\text{Ca}$, the least smallest Ca isotope in this experiment such that theoretically a long term statistical uncertainty of 10 ppm can be achieved. As for the spiked samples, 135 ratios per measurement were enough to achieve the required precision.

Approximately 0.1 ml of seawater was spiked and purified by passing through a cation exchange column composed of ~1 ml of AG 50W-X8 200 - 400 mesh resin. The alkalis were removed by eluting with 30 ml of 0.5 N HCl, and Ca was subsequently eluted with additional 8 ml of 4 N HCl. In order to convert the sample to nitrate form, it was re-dissolved with 0.5 ml of concentrated HNO$_3$ and dried twice before it was analyzed.

### 6. RESULTS AND DISCUSSION

Despite it being possible to independently constrain the true isotopic composition for our double spike, it is still crucial to have an optimal double spike ratio, as well as an optimal sample-to-spike mixing ratio in order to minimize the uncertainties introduced during spike de-convolution calculations. Different spike ratios will result in different geometry of the $P_n$ and $P_m$ planes in Fig. 1. In principle, in or-
order to better define the N-M-S line, the angle of intersection \( \theta \) should be large and close to 90° (Figs. 1, 3a) (Galer 1999). Conversely, if \( \theta \) is approaching zero, the intersection line will not be defined very precisely. Illustrated in Fig. 4 are the effects of varying the sample-to-spike and the spike ratios.

Each curve is plotted for a discrete value of \( Q \), which is the proportion of \( ^{48}\text{Ca} \) (Fig. 4a) and \( ^{42}\text{Ca} \) (Fig. 4b) of the spike in the mixture, with the values of 0 and 1 representing pure normal and pure spike in the mixture, respectively.

It is shown in Fig. 4 that the intersection angle \( \theta \) remains < 45° for all \( Q \) values less than or equal to 0.7. This implies that in order to better define the N-M-S line, most of the \( ^{48}\text{Ca} \) and \( ^{42}\text{Ca} \) in the mixture should come from the spike. Consequently, the optimal double spike isotopic composition \( (^{42}\text{Ca} ^{48}\text{Ca}) \) lies around 1.3, which is a compromise between Figs. 4a and b. Evidently, the intersection angle \( \theta \) between \( Pn \) and \( Pm1 \) and \( Pn \) and \( Pm2 \) is 67° and 58°, respectively.

### 6.1 Fractionation Law and the “True” Isotopic Composition

In this study, vectors are defined as the directions of mass fractionation for Ca isotopic measurements, and they are all straight lines. This approach involves the use of a simple linear regression law, instead of the commonly used exponential law, in which fractionation is described as a curve (Russell et al. 1978), although exponential law remains insufficient to fully accommodate the mass fractionation of Ca (Hart and Zindler 1989). Jungck et al. (1984) proposed a modified exponential law, because they observed some significant and systematic drifts in Ca isotopic data. Furthermore, Gopalan et al. (2006) used a \( ^{42}\text{Ca} ^{43}\text{Ca} \) double spike instead of a more widely adopted \( ^{42}\text{Ca} ^{45}\text{Ca} \) double spike for their Ca isotopic measurements, owing to a better match between the exponential law and the Ca isotopic fractionation for a smaller mass range. Different from previous studies, we used an empirical 3D fitting method to define the mass fractionation of Ca in this study (Fig. 5). By default, this empirical 3D fitting produces a straight line that can be easily adapted in the subsequent vector analytic calculation. Despite exponential law having been widely used to correct for mass fractionation during isotopic measurement, it remains an empirical approach, and precision and accuracy for a given isotopic ratio tends to degrade when mass difference increases (Jungek et al. 1984; Hart and Zindler 1989; Gopalan et al. 2006).

In order to assess the difference between the exponential law and our empirical 3D line fitting method, we normalized the raw data to the “true” \( ^{42}\text{Ca} ^{44}\text{Ca} \) ratio obtained from this study for each set of data, including the normal, the mixtures, and the spike, using both linear and exponential laws, and the results are shown in Fig. 5. As illustrated in Fig. 5b, there is little difference between the data normalized by linear law, identical to our empirical 3D line fitting calculation, and that analyzed by exponential law for each single run, nor is there much difference in the grand mean of every set of samples. In fact, the linear and exponential law normalized grand means are within 50 ppm of each other for all samples. This result is comparable to or within analytical uncertainties for the determination of \( ^{40}\text{Ca} ^{44}\text{Ca} \) (Fig. 5b). This suggests that within the spread of our data (±0.5%/amu, Fig. 5a), linear regression yields similar results to exponential regression. Furthermore, \( ^{40}\text{Ca} ^{44}\text{Ca} \) obtained for each data set lies within the spread of the raw data (Fig. 5a) pro-

![Fig. 4. Intersection angle \( \theta \) between the two planes \( Pn \) and \( Pm \) (Fig. 1) is plotted against the \( ^{42}\text{Ca} ^{48}\text{Ca} \) ratio of the double spike S shown in Fig. 1. Each curve is designated for a specific value of \( Q \), which is the proportion of \( ^{48}\text{Ca} \) in the mixture M that comes from the spike (a), and the proportion of \( ^{42}\text{Ca} \) in the mixture M that comes from the spike (b). The optimal \( ^{42}\text{Ca} ^{48}\text{Ca} \) ratio is around 1.3, a compromise to maximize both \( ^{42}\text{Ca} \) and \( ^{48}\text{Ca} \) spikes. The dashed line boxes indicate the mixtures used in this study.](image-url)
Fig. 5. Raw data for all the measurements from this study: where $f_{0}$ is the normal, $f_{s}$ is the spike, $f_{u}$ is the under-spiking mixture with $\theta = 43^\circ$, and $f_{o}$ is the over-spiking mixture with $\theta = 77^\circ$, and vice versa for $f_{0u}$ and $f_{0o}$. The raw data are shown on the left plot of $^{42}\text{Ca}/^{44}\text{Ca}$ vs. $^{42}\text{Ca}$, and the dashed line marks the true $^{40}\text{Ca}/^{44}\text{Ca}$ in each plot. The closed circles in the right diagram are our empirical 3D line fitting corrected data, while the open squares are exponential law corrected data. The means of the empirical 3D line fitting and exponential law data are shown by the thin and thick solid lines, respectively. The $2\sigma$ and $2\sigma_{o}$ uncertainties for our empirical 3D line fitting calculation are marked in each plot, and also shown by the sparse and densely marked dashed lines, respectively. Each data point in this figure represents the mean of discrete hourly measurements, consisting of 135 sets of ratios.
viding further support to the use of this empirical 3D line fitting method.

Overall mass fractionation in each individual measurement, including 135 sets of raw data, is noticeably smaller (~0.6‰/amu) than the overall mass fractionation of the 10 to 20 measurements (~5‰/amu) that are necessary for a statistically significant vector fitting. Strictly speaking, our empirical line fitting approach is quite similar to the sample-standard bracketing technique widely used in ICP-MS isotopic measurements, with a linear fit to both the standards and the samples to decipher the isotopic differences between them. Lastly, an empirical fitting line to correct for mass fractionations has been applied to La and B isotopic measurements on TIMS with great success (Shen et al. 1992; Shen and Yu 2003).

The results of the NIST SRM 915a and a seawater sample from the South China Sea using our vector analytical method are shown in Fig. 6, along with the literature data of the same samples for comparison (Heuser et al. 2002; Hippler et al. 2003; Schmitt et al. 2003; Fantle and DePaolo 2005; Schmitt and Stille 2005; Sime et al. 2005). In general, the data can be divided into three groups. The data from Berkeley, Bern, and Kiel are all sitting on the upper-right hand side of Fig. 6, and this is because their double spikes were calibrated assuming \(^{42}\text{Ca}/^{44}\text{Ca} = 0.31221\) to monitor mass fractionation. Despite the same procedures used in these labs, there exists ~1.3‰ difference among their \(^{40}\text{Ca}/^{44}\text{Ca}\) ratios (Fig. 6). In contrast, the UCSD group (Zhu and MacDougall 1998) calibrated its double spike ratio to \(^{40}\text{Ca}/^{44}\text{Ca} = 46.083\), which was a commercial ultrapure CaCO\(_3\) standard, and a mean uncorrected \(^{40}\text{Ca}/^{44}\text{Ca}\) isotopic ratio was reported by Jungck et al. (1984). The UCSD data show ~2.3‰ difference compared to those normalized to the results of Russell et al. (1978). Because of Ca’s long residence time of ~1 Ma in the oceans, the Strasbourg group calibrated its double spike isotopic ratio to the \(^{42}\text{Ca}/^{44}\text{Ca} (= 0.30587 \pm 26)\) of seawater, derived from a total evaporation experiment, and their data sits on the lower-left hand side of Fig. 6 (Schmitt et al. 2001, 2003; Schmitt and Stille 2005). The results of the total evaporation experiment show ~4.3‰ difference compared to those normalized to the results of Russell et al. (1978).

Different from the previous results, SRM915a and seawater data obtained in this study are plotted in between these two groups of data (Fig. 6), with \(^{40}\text{Ca}/^{44}\text{Ca} = 46.537 \pm 2\) (2\(\sigma\), n = 55) \(^{42}\text{Ca}/^{44}\text{Ca} = 0.31031 \pm 1\), \(^{43}\text{Ca}/^{44}\text{Ca} = 0.06474 \pm 1\), and \(^{44}\text{Ca}/^{44}\text{Ca} = 0.08956 \pm 1\). Compared to SRM915a, seawater exhibits an apparent offset of 1.89‰ for \(^{40}\text{Ca}/^{44}\text{Ca}\) (Fig. 6), which is entirely consistent with previous studies (Heuser et al. 2002; Hippler et al. 2003; Schmitt et al. 2003; Fantle and DePaolo 2005; Schmitt and Stille 2005; Sime et al. 2005). Furthermore, our data indicate a 1.3‰ offset in \(^{40}\text{Ca}/^{44}\text{Ca}\) for the Earth’s mantle compared to the previous result (Fig. 6) (Russell et al. 1978).

### 6.2 Under- and Over-Spiking

The theory and the effects of error propagation for under- and over-spiking have been studied extensively (Dodson 1963; Cumming 1973; Galer 1999). However, since true isotopic compositions of the spike might not have been obtained in previous studies, potential errors associated with incorrect spike compositions have never been explored properly. In the case of the double spike, the main contributing factors for error magnification are the intersection angle \(\theta\), the proportion of the spike in the mixture \(Q\), and the spread of the raw isotopic data (Galer 1999). Strictly speaking, careful spiking and mass spectrometry can minimize propagated errors associated with double spike measurement; this is also true for potential errors associated with incorrect spike compositions. This is illustrated in Fig. 7 where a fixed sample-to-spike ratio still produces highly reproducibility results for isotopic fractionation measurement of naturally occurring Ca even with a wrong spike isotopic ratio, however, this is no longer true for an under- or over-spiking sample (Fig. 7). Nevertheless, under- and over-spiking present no problem if the spike isotopic ratio is known. To further quantify this, an under-spiking and an over-spiking SRM915a each with a \(\theta\) of 43° and 77° between \(P_u\) and \(P_{\text{under}}\) and \(P_u\) and \(P_{\text{over}}\) respectively (Figs. 5b and e), are measured. The results show a 35 ppm shift for the under-spiking SRM915a standard, which is within the limits of analytical precision, but a 110 ppm shift for the over-spiking SRM915a standard, which is within 4\(\sigma_{\text{err}}\). The slightly worse result for the over-spiking sample is most likely caused by the fact that the \(f_{77}\) and \(f_3\) vectors are too close in the 3D diagram.

![Fig. 6. \(^{40}\text{Ca}/^{44}\text{Ca}\) of SRM915a and seawater for this study, as well as from other laboratories worldwide. The SRM915a data are shown as open circles, seawater data as closed circles, and SRM915 from NBS as an open diamond.](image-url)
6.3 Error Estimation for the True Isotopic Ratio of the Double Spike

The analytical errors for all the measurements are shown in Fig. 8, while the errors for all the samples are within 100 ppm, the only exception is the double spike measurement, which is slightly worse at about ±0.12‰ (2σmean) (Fig. 5f). This is probably due to the small amount of $^{44}$Ca in the double spike. Figure 8 is actually a cross section of Fig. 3b, and the error bars represent the width for each vector in Fig. 3b. As a result, the horizontal line at Y = 0 in Fig. 8 is the same as the N-M-S line in Fig. 1, and the error bar reflects the cross section of a circular disc perpendicular to Fig. 8. As mentioned above, the true isotopic composition of the spike can be solved with four different vectors (Fig. 2). Similarly, the N-M43-M58-M67 line can be solved with four vectors, $f_n$, $f_43$, $f_{58}$, and $f_{67}$, and by definition the N-M43-M58-M67 line will also pass through the S point (Fig. 8). Evidently, the precision of our double spike determination has improved from 120 ppm (Fig. 5f) to 74 ppm, through solving the N-M43-M58-M67 line (Fig. 8). As a result, the isotopic composition of our double spike is: $^{40}$Ca/$^{42}$Ca = 7.5916 ± 6, $^{42}$Ca/$^{43}$Ca = 101.182 ± 7, and $^{40}$Ca/$^{44}$Ca = 76.756 ± 6.

It is not a critical task to obtain the “absolute” isotopic ratio of a double spike, if the purpose is only to use the natural fractionation of stable isotopes as tracers to understand geological processes. This is because modern mass spectrometry can easily distinguish the isotopic differences between a specific standard and an unknown sample with reasonable precision, with or without a correct reference ratio. Knowledge of the absolute isotopic composition of the double spike, however, becomes critical when high precision data of 0.05‰ or better are needed. Moreover, several different international standards for different types of samples are needed to minimize error propagation due to a spread in isotopic ratios, and all standards need to be calibrated independently. The method outlined in this study can produce the absolute isotopic composition of all samples, and hence cross-calibration with multiple standards is no longer necessary. Furthermore, this method can be applied not only to Ca, but also to any element with 4 isotopes or more. For example, this technique is particularly useful for the Pb isotope system, which has only one isotope of constant abundance. This technique can allow for precise determination of initial Pb isotopic composition of different samples containing radiogenic or common Pb. In addition, it can accurately measure the initial Pb isotopic composition of the solar system and consequently the geochron. As a consequence of this advance better precision and accuracy is now possible when utilizing the Pb isotope system as a tracer or in age dating.

7. CONCLUSION

The double-spike technique has been widely used to obtain precise isotopic data for elements lacking a pair of stable isotopes with constant abundance to monitor mass fractionation during isotopic analysis. Examples of this are Pb, as well as other naturally occurring isotopic fractionations such as those for Ca, Fe, and Mo. Although the principles for setting up a double spike are well established, the importance of obtaining the true isotopic composition of the double spike has often been overlooked. This is particularly important for high precision stable isotope analysis, since slight offsets in the isotopic composition of the double spike may introduce error larger than analytical uncertainty, if the sample-to-spike ratio has not been kept constant. Another
obvious application is to provide better estimates of atomic weights. However, since all samples experience natural mass fractionation, it is unlikely that one would obtain a sample (or standard) of any element that is truly of unfractiated isotopic composition. Nevertheless, it is possible to obtain the absolute isotopic composition of specific standards for elements of interest, e.g., SRM915a for Ca. However, since $^{46}$Ca was not measured in this study, it is not possible to provide the atomic weight of Ca for SRM 915a.

With improved mass spectrometry and knowing the exact isotopic composition of our $^{43}$Ca-$^{45}$Ca spike, we are able to achieve a precision of 0.05‰ ($2\sigma_{\text{mean}}$) or better on a routine basis for $^{46}$Ca/$^{44}$Ca. Since our method produces absolute Ca isotopic composition for all samples, as well as the Ca double-spike itself simultaneously, cross-calibration with multiple standards are no longer necessary.

Lastly, this method can be applied not only to the Ca isotope, but also to any isotope system with 4 isotopes or more, e.g., Ti, Cr, Fe, Ni, Zn, Mo, Ba, and Pb, and greatly enhances the use of isotopes as tracers and in age dating.
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