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1. IntroductIon

Many global tidal models have been established since 
the launch of TOPEX/Poseidon (T/P) satellite (Egbert et al. 
1994; Le Provost et al. 1994; Mazzega and Berge 1994; An-
derson 1995; Kantha 1995). People’s understanding about 
the tide has been greatly improved due to the large amount 
of sea level elevation data provided by T/P. The first ap-
plication of T/P altimeter data in seas adjacent to China was 
carried out by Mazzega and Berge (1994) to derive ocean 
tides in the East Asian Marginal seas and the data covered 
only about 7 months. Yanagi et al. (1997) then used T/P data 
covering about 3 years to construct cotidal charts for the 
Yellow and East China Seas and the results showed signifi-
cant improvement over Mazzega and Berge’s work. Teague 
et al. (2000) obtained the tides in the Bohai and Yellow Seas 
derived from 5 years of T/P data. Using FES94.1, Lefevre et 
al. (2000) simulated the tide in the Yellow and East China 
Seas and discussed the problem how to improve a global 

ocean tide model at a regional scale. In the work of Fang et 
al. (2004), harmonic analysis of 10 years of T/P along-track 
altimetry was performed to derive the semidiurnal, diurnal, 
long-period and quarter-diurnal tides in the Bohai, Yellow, 
and East China Seas (BYECS).

T/P altimetry has reopened the problem of how tidal 
dissipation is to be allocated (Munk 1997). The bottom fric-
tion is closely related to the ocean topography and plays an 
important role in the tidal phenomenon. For example, tidal 
dissipation models are usually based on a frictional bottom 
boundary layer in which the work done by the bottom fric-
tion is proportional to the friction coefficient and the veloc-
ity cubed (Munk 1997). Therefore, it is necessary to depict 
the bottom friction effect clearly. In tidal models the bot-
tom friction effect is parametrized by the bottom friction 
coefficients (BFC). So far, the following methods have been 
employed to deal with the BFC. First, the BFC has been 
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taken as a constant over the whole computing area (Lefevre 
et al. 2000; Egbert et al. 2004). For example, in the work of 
Lefevre et al. (2000), 0.0015 is taken as the value of BFC.  
Egbert et al. (2004) used a constant BFC (0.0025) to simu-
late the global semidiurnal tide in the present day and in the  
last glacial maximum. Second, the computing domain is  
divided into several subdomains and a different BFC is used 
in each subdomain (Zhao et al. 1993; Le Provost et al. 1994; 
Kang et al. 1998; He et al. 2004). Zhao et al. (1993) simu-
lated the tide in BYECS and the BFC are taken as 0.001 at 
the west of the line from (25°15’N, 120°45’E) to (40°00’N, 
124°15’E), 0.0035 in the Korean Strait and the Strait of Tsu-
shima, and 0.0016 in the other areas. For the global tidal 
simulation of FES94.1, Le Provost et al. (1994) took a fric-
tion coefficient of 0.003 in the pelagic areas of the ocean 
surface and 0.0025 in the shallow water ones. Third, the 
BFC are supposed to be spatially varying (Das and Lard-
ner 1991, 1992; Ullman and Wilson 1998; Heemink et al. 
2002). Das and Lardner (1991, 1992) inverted the position 
dependent drag coefficients and water depth by assimilat-
ing sea level observations at a number of tidal stations. Ull-
man and Wilson (1998) studied the spatial variability of the 
BFC by assimilating the ADCP data into a tidal model of 
the lower Hudson estuary with the adjoint method. Heemink 
et al. (2002) developed an inverse 3D shallow water flow 
model in which the spatially varying friction parameters 
were estimated and the independent BFC were selected by 
analyzing the parameter gradient per grid point. The first 
two methods have been widely used in the tidal simula-
tions, but the accuracy is relatively low. Additionally, the 
calibration of BFC depends on experience, which leads 
to low efficiency. The third method can be realized only 
if the adjoint method is employed. Reasonable simulation 
results can be obtained by optimizing the spatially varying 
BFC and the calibration can become an automatic process 
done by computer. The spatially varying BFC will be dis-
cussed with an adjoint tidal model in this paper. The in-
dependent BFC are selected uniformly over each 1° × 1°  
area and 120 independent BFC are obtained.

Based on the simulation of M2 tide in BYECS, a series 
of experiments are carried out to study the spatially varying 
BFC by assimilating the T/P altimeter data. In this study, the 
open boundary conditions are fixed. In twin experiments, 
the prescribed BFC distributions are inverted successfully 
with the combination of spatially varying BFC and the ad-
joint method. In practical experiments, the precision of sim-
ulation is efficiently increased by optimizing the spatially 
varying independent BFC and the simulation results coin-
cide with the observed M2 tide in BYECS fairly well.

The paper is organized as follows. The adjoint tidal 
model is presented in section 2. In section 3, numerical ex-
periments including twin and practical ones are carried out 
and the results are analyzed. The summary of section 4 com-
pletes the paper.

2. nuMErIcAl AdjoInt tIdAl ModEl
2.1 Model Settings

The forward equations, adjoint equations and their nu-
merical schemes are all the same as those of Lu and Zhang  
(2006). The computing area in the present study is BYECS 
(117.5 - 131°E, 24 - 41°N, Fig. 1). From Fig. 1, one can 
find that the water is shallow in the Bohai and Yellow Seas 
and deep in the East China Sea. The deepest water appears 
in and around the Okinawa Trough. The space resolution is 
1/6° × 1/6°. The open boundaries, the position of tidal gauge 
stations and the T/P satellite tracks are shown in Fig. 2. The 
satellite tracks contain 6 descending tracks (036, 062, 138, 
164, 214, and 240) and 6 ascending tracks (051, 077, 127, 
153, 203, and 229). The open boundaries are set along the 
Taiwan Strait, the first island chains, the Korea Strait and 
the Tsushima Strait. The angular frequency of M2 tide is 
1.405189025 × 10-4 s-1 and the time step is 62.103 s (1/720 
of the period of M2 tide).

Closed boundary conditions for our model are zero 
flow normal to the coast. That is u n 0$ = , for the grid 
points at closed boundary, where n  is the outward unit vec-
tor and ( , )u vu =  is the velocity vector. In the present study, 
Beijing standard time (referring to the meridian of 120°E) 
will be adopted throughout.

Along the open boundaries, water elevation of M2 tide 
at the jth time step is given as [a a, ,m n

j
l l0g = +

l l
( )j tD~ +cos

lb ( )j tD~ ]sin , where (ml, nl) stands for the grid points at the 
open boundaries, ω denotes the frequency of M2 constituent, 
and al , bl are the Fourier coefficients. In all the experiments, 

Fig. 1. Bathymetric map of the Bohai Sea, the Yellow Sea and the East 
China Sea.
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the open boundary conditions of water elevation which are 
obtained by assimilating T/P data with adjoint method are 
fixed (He et al. 2004). 

2.2 data

T/P data are assimilated into the numerical model in 
the present study, and observations from tidal gauge stations 
are used as an independent check of the model fidelity in 
the practical experiments. The tidal gauge data and the T/P 
process are the same as He et al. (2004).

2.3 Selection and optimization of Independent BFc

In this paper, the independent BFC are selected uni-
formly over each 1° × 1° area and 120 independent BFC are 
obtained (Fig. 3). Assuming bm, n is the independent BFC 
and kj, k the result of linear interpolation with bm, n yields (Das 
and Lardner 1991, 1992; Ullman and Wilson 1998):
  
 
k b, , , ,

,
,j k j k m n

m n
m n#z= /         (1) 
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man form (Cressman 1959), r , , ,j k m n  is the distance from grid 
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here. The gradients of the Lagrangian function with respect 
to the independent BFC are given by:
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where i is the index of time. Because the cost function de-
creases along the opposite direction of the gradient, we can 
obtain the correction of the independent BFC as:
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where b ,m n
t  and b ,m n  are prior and optimized values of  

independent BFC, respectively, Kc is a constant. In our  
model, b ,2L ,m n2 which is the gradient of the Lagrangian 
function with respect to the independent BFC, is normalized 
first, which means that mainly the direction of the gradient 
is used when the optimization is performed. A small posi-
tive value is assigned to K1 c  in order to ensure the cost 
function can decrease continuously without fluctuations. In 
our model, the initial value is set to 0.002 and K1 c  is taken 
as 10-4, i.e., Kc  = 104 which is obtained through a trial and 
error procedure.

3. nuMErIcAl EXPErIMEntS And rESult 
AnAlYSIS

3.1 twin Experiments

In the twin experiments, BFC distributions are pre-
scribed and then the strategy described above is used to in-
vert the given distributions using the adjoint method. The 
‘observations’ are produced by the forward tidal model and 
recorded at the position of T/P altimeter data. The procedure 
of inversion is given as follows.

Fig. 2. Position of T/P satellite tracks, tide gauge stations, and open 
boundaries. The dots indicate the points at the open boundaries and 
the open circles indicate the tidal gauge stations. The bold lines are the 
T/P satellite tracks.
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First, an initial value (0.002) is assigned to the inde-
pendent BFC and the BFC at each grid point can be obtained 
through linear interpolation. Then the forward simulation is 
performed and the difference of water elevation between 
simulated values and the ‘observations’ serves as the ex-
ternal force of adjoint equations. The optimized indepen-
dent BFC can be obtained through the backward integration 
of the adjoint equations. The inverse integral time of the 
adjoint equation is equal to a period of M2 tide. With the 
procedure above repeated, the independent BFC will be op-
timized continuously and the difference of water elevation 
between simulated values and ‘observations’ will be dimin-
ished. Meanwhile, the difference between the prescribed 

and the inversed BFC will also be decreased. The number 
of iteration steps that is needed to invert the prescribed 
distributions successfully has relation to Kc and the initial 
value. In our study, we monitor the convergence by examin-
ing the cost function and terminate the iteration when the 
change becomes very small. For Kc  = 104 and the initial val-
ue 0.002, 150 iteration steps are appropriate because both 
the cost function and the differences will be decreased very 
slowly at this step. Therefore, the optimization is terminated 
at the 150th step.

3 types of surface distributions of BFC have been in-
verted to testify the validity of the method. These surfaces 
contain conical surface (linear surface), revolution parabol-
ic surface (quadric surface) and revolution normal surface 
(hyper surface). Because each surface has two convex direc-
tions, we did 6 twin experiments including the inversion of 
conical surfaces (case 1 and case 2), revolution parabolic 
surfaces (case 3 and case 4) and revolution normal surfaces 
(case 5 and case 6). According to the previous works on 
BFC, the prescribed values are between 0.001 and 0.003.

Table 1 gives the differences of water elevation be-
tween simulated values and ‘observations’ before and after 
assimilation. Table 2 shows the average absolute differenc-
es, the average relative differences and the correlation coef-
ficient between inverted BFC and prescribed BFC before 
and after assimilation. The prescribed and the inverted BFC 
of cases 1 - 6 are plotted in Figs. 4 - 9, respectively.

From Figs. 4 - 9 one can find that the prescribed BFC 
distributions have been successfully inverted in the twin 
experiments. Tables 1 and 2 also imply this conclusion. In 
Table 1, the absolute mean differences of amplitude and 
phase-lag of water elevation between simulated values 
and ‘observations’ decreased greatly after assimilation. So 
are the average absolute differences and the average rela-
tive differences between inverted BFC and prescribed BFC 
in Table 2. The correlation coefficients are all larger than 
0.80 which demonstrates the inversion ability of the adjoint 

Fig. 3. Distribution of independent BFC.

EXP.
Before Assimilation After Assimilation

Amplitude (cm) Phase_lag (°) Amplitude (cm) Phase_lag (°)

Case 1 2.16 1.22 0.04 0.03

Case 2 2.58 1.36 0.12 0.05

Case 3 3.87 1.58 0.07 0.05

Case 4 5.16 2.08 0.24 0.09

Case 5 3.28 1.50 0.05 0.06

Case 6 6.03 2.33 0.27 0.13

Table 1. The absolute mean differences of amplitude and phase-lag of water elevation between simulated values and ‘observations’.
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Table 2. The average absolute differences (AAD), the average relative differences (ARD) and the correlation coefficient between inverted BFC and 
prescribed BFC before assimilation (BA) and after assimilation (AA).

EXP.
AAd Ard correlation 

CoefficientBA AA BA AA

Case 1 8.46E-4 8.05E-05 15.5% 3.9% 0.95

Case 2 1.25E-3 9.58E-05 20.3% 4.3% 0.94

Case 3 1.26E-3 1.18E-04 21.6% 4.3% 0.91

Case 4 1.33E-3 1.73E-04 46.1% 11.9% 0.84

Case 5 1.06E-3 9.26E-05 19.1% 3.7% 0.94

Case 6 1.34E-3 2.40E-04 58.8% 18.2% 0.80

Fig. 4. The spatial distribution of prescribed (a) and inverted (b) BFC of case 1.

(a) (b)

Fig. 5. Same as Fig. 4, but for case 2.

(a) (b)
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Fig. 6. Same as Fig. 4, but for case 3.

(a) (b)

Fig. 7. Same as Fig. 4, but for case 4.

(a) (b)

Fig. 8. Same as Fig. 4, but for case 5.

(a) (b)
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model. The following details can be discovered. For sur-
faces of different type, the inversion of conical surface is 
better than that of revolution parabolic surface and the in-
version of revolution parabolic surface is better than that 
of revolution normal surface. The most probable reason is 
that the complexity of these surfaces is different. The more 
complicate the prescribed distributions are, the worse the 
inversion results will become. For the same type of surfaces, 
the inversion of the upward convex surfaces is better than 
that of the downward ones. Maybe it is because the upward 
convex surface distributions are more reasonable to adapt to 
the ocean topography of BYECS. According to the analysis 
above, we can conclude that the inversion of prescribed BFC 
with adjoint method has obtained satisfying results, and the 
complicated BFC distributions can be inverted reasonably 
by the method in this paper.

3.2 Practical Experiments

A practical experiment (PE1) is carried out to simulate 
the M2 tide in BYECS by optimizing the spatially varying 
BFC. Both the position and the value of T/P data are used in 
PE1, which is different from the twin experiments. Data of 
69 tidal gauge stations (Fig. 2) are used as an independent 
verification of the model fidelity. Kc and the initial value of 
BFC are also taken as 104 and 0.002, respectively, in PE1. 
Therefore, according to the conclusion of the twin experi-
ments, the optimization is terminated at the 150th step. For 
the sake of comparison, we choose another two traditional 
methods to deal with the BFC. In the first method, the BFC 
are taken as a constant (0.0018) in BYECS (PE2). In the 
second one, the BFC are the same as that of Zhao et al. 
(1993) (PE3). The absolute mean differences between T/P 
data and simulated values of 3 practical experiments are ex-
hibited in Table 3.

From Table 3, one can find that, by optimizing the spa-
tially varying independent BFC, the results of PE1 are better 
than those of PE2 and PE3. It indicates that the spatially 
varying BFC is more reasonable than the traditional meth-
ods. The bottom friction is determined by the ocean topog-
raphy, so it would not be enough to figure out the complicat-
ed bottom friction clearly by the traditional methods while 
it can be done by the spatially varying BFC. In Fig. 10, the 
BFC spatial distribution of BYECS obtained from PE1 are 
plotted. The average water depth of the Bohai Sea is 19 m 
and the average BFC is 1.06 × 10-3, while 39 m and 0.92 
× 10-3 for the North Yellow Sea, 48 m and 0.83 × 10-3 for 
the South Yellow Sea, 93 m and 2.04 × 10-3 for the Korean 
Strait and the Strait of Tsushima, and 360 m and 2.15 × 10-3 

for the East China Sea. In detail, the Yellow Sea is divided 
into two parts by the Shandong Peninsula. One can find that 
the BFC along the coast are larger than those off the coast in 
the Bohai Sea, the North Yellow Sea, the South Yellow Sea 
and the East China Sea individually, which means that the 
BFC in shallow water are larger than those in deep water. 
Additionally, The BFC in the East China Sea are larger than 
those in the other areas for most of the grid points. Figure 11  
gives the cotidal chart of M2 tide in BYECS which is ob-
tained from PE1. There are three amphidromic points in 
BYECS: one in the Bohai Sea and two in the Yellow Sea. 
Near the Yellow River Mouth, the amphidromes appear 
as degenerated systems and Fang (1986) suggested that it 
was determined by the change of the coastline of the Yel-
low River Delta. The amphidromic point in the Bohai Sea 
is very close to the coast near Qinhuangdao of China. In 
the Yellow Sea, the amphidromic points are located north-
east of Chengshantou and Southeast of Qingdao of China. 
The position deduced from this study is consistent with that 
of Fang et al. (2004) where the empirical cotidal charts of 
BYECS are obtained from 10 years of T/P altimetry. In 

Fig. 9. Same as Fig. 4, but for case 6.

(a) (b)
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some studies, the amphidromic point near Qinhuangdao did 
not appear (Choi 1989; Yanagi and Inoue 1994). The selec-
tion of BFC may be responsible for this phenomenon (Guo 
and Yanagi 1998). In this paper, the BFC is supposed to 
be spatially varying and consequently the simulation results 
are reasonable.

4. SuMMArY

In this paper, the spatially varying BFC is studied by 
carrying out twin and practical experiments. The M2 tide 
in BYECS is simulated by assimilating the T/P altimetry 
data with the adjoint method. In this paper, the BFC at some 
grid points are chosen as the independent BFC and the BFC 
at the other grid points can be obtained through linear in-
terpolation with these independent BFC. The independent 
BFC are selected uniformly over each 1° × 1° area and 120 
independent BFC are obtained. The prescribed BFC distri-

butions are all successfully inverted, which demonstrates 
the strong ability of the adjoint model and the reasonability 
of the spatially BFC. Comparing with PE2 and PE3 which 
employ traditional BFC methods, the simulation precision 
of PE1 has been highly increased by optimizing the spatially 
varying independent BFC. Three amphidromic points and a 
degenerate one appear in the cotidal charts of M2 tide and 
the results coincide with the observed M2 tide in BYECS 
fairly well. The BFC distribution obtained from PE1 indi-
cates that, the BFC along the coast are larger than those off 
the coast in the Bohai Sea, the North Yellow Sea, the South 
Yellow Sea and the East China Sea individually. Addition-
ally, The BFC in the East China Sea are larger than those in 
the other areas for most of the grid points. The future work 
will discuss the influence of spatially varying BFC on tidal 
dissipation.
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Table 3. The absolute mean differences of amplitude and phase-lag of water elevation between simulated values and observed data in practical 
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phase-lag (in deg), dashed line: amplitude (in m).
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